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Introduction

Welcome to the first ACL Workshop on Ethics in Natural Language Processing! We are pleased to have
participants from a variety of backgrounds and perspectives: social science, computational linguistics,
and philosophy; academia, industry, and government.

The workshop consists of invited talks, contributed discussion papers, posters, demos, and a panel
discussion. Invited speakers include Graeme Hirst, a Professor in NLP at the University of Toronto,
who works on lexical semantics, pragmatics, and text classification, with applications to intelligent text
understanding for disabled users; Quirine Eijkman, a Senior Researcher at Leiden University, who leads
work on security governance, the sociology of law, and human right; Jason Baldridge, a co-founder
and Chief Scientist of People Pattern, who specializes in computational models of discourse as well as
the interaction between machine learning and human bias; and Joanna Bryson, a Reader in artificial
intelligence and natural intelligence at the University of Bath, who works on action selection, systems
AI, transparency of AI, political polarization, income inequality, and ethics in AI.

We received paper submissions that span a wide range of topics, addressing issues related to
overgeneralization, dual use, privacy protection, bias in NLP models, underrepresentation, fairness, and
more. Their authors share insights about the intersection of NLP and ethics in academic work, industrial
work, and clinical work. Common themes include the role of tasks, datasets, annotations, training
populations, and modelling. We selected 4 papers for oral presentation, 8 for poster presentation, and one
for demo presentation, and have paired each oral presentation with a discussant outside of the authors’
areas of expertise to help contextualize the work in a broader perspective. All papers additionally provide
the basis for panel and participant discussion.

We hope this workshop will help to define and raise awareness of ethical considerations in NLP
throughout the community, and will kickstart a recurring theme to consider in future NLP conferences.
We would like to thank all authors, speakers, panelists, and discussants for their thoughtful contributions.
We are also grateful for our sponsors (Bloomberg, Google, and HITS), who have helped making the
workshop in this form possible.

The Organizers
Margaret, Dirk, Shannon, Emily, Hanna, Michael
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Gender as a Variable in Natural-Language Processing: Ethical
Considerations

Brian N. Larson
Georgia Institute of Technology

686 Cherry St. MC 0165
Atlanta, GA 30363 USA
blarson@gatech.edu

Abstract

Researchers and practitioners in natural-
language processing (NLP) and related
fields should attend to ethical princi-
ples in study design, ascription of cate-
gories/variables to study participants, and
reporting of findings or results. This paper
discusses theoretical and ethical frame-
works for using gender as a variable in
NLP studies and proposes four guidelines
for researchers and practitioners. The
principles outlined here should guide prac-
titioners, researchers, and peer reviewers,
and they may be applicable to other social
categories, such as race, applied to human
beings connected to NLP research.

1 Introduction

Bamman et al. (2014) challenged simplistic no-
tions of a gender binary and the common quest in
natural-language processing (NLP) studies merely
to predict gender based on text, making the fol-
lowing observation:

If we start with the assumption that ‘fe-
male’ and ‘male’ are the relevant cate-
gories, then our analyses are incapable
of revealing violations of this assump-
tion. . . . [W]hen we turn to a descriptive
account of the interaction between lan-
guage and gender, this analysis becomes
a house of mirrors, which by design can
only find evidence to support the under-
lying assumption of a binary gender op-
position (p. 148).

Gender is a common variable in NLP stud-
ies. For example, a search of the ACL Anthology
(aclanthology.info) for the keyword “gen-
der” in the title field revealed seven papers in 2016

alone that made use of personal (as opposed to
grammatical) gender as a central variable. Many
others used gender as a variable without referring
to gender in their titles. It is not uncommon, how-
ever, for studies regarding gender to be reported
without any explanation of how gender labels were
ascribed to authors or their texts.

This paper argues that using gender as a variable
in NLP is an ethical issue. Researchers and prac-
titioners in NLP who unreflectively apply gender
category labels to texts and their authors may vio-
late ethical principles that govern the use of human
participants or “subjects” in research (Belmont
Report, 1979; Common Rule, 2009). By failing
to explain in study reports what theory of gen-
der they are using and how they assigned gender
categories, they may also run afoul of other ethi-
cal frameworks that demand transparency and ac-
countability from researchers (Breuch et al., 2002;
FAT-ML, nd; MacNealy, 1998).

This paper discusses theoretical and ethical
frameworks for using gender as a variable in NLP
studies. The principles outlined here should guide
researchers and peer reviewers, and they may be
applicable to other social categories, such as race,
applied to human beings connected to NLP re-
search. Note that this paper does not purport to
select the best theory of gender or method of as-
cribing gender categories for NLP. Rather, it urges
a continual process of thoughtfulness and debate
regarding these issues, both within each study and
among the authors and readers of study reports.

In summary, researchers and practitioners
should (1) formulate research questions making
explicit theories of what “gender” is; (2) avoid
using gender as a variable unless it is necessary
to answer research questions; (3) make explicit
methods for assigning gender categories to par-
ticipants and linguistic artifacts; and (4) respect
the difficulties of respondents when asking them
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to self-identify for gender.
Section 2 considers theoretical foundations for

gender as a research construct and rationales for
studying it. Section 3 proposes ethical frame-
works for academic researchers and for practition-
ers. Section 4 examines several studies in NLP
that are representative of the range of studies us-
ing gender as a variable. Section 5 concludes with
recommendations for best practices in designing,
reporting, and peer-reviewing NLP studies using
gender as a variable.

2 Gender and rationales for its study

2.1 Three views of gender

There are many views of how gender functions as
a social construct. This section presents just three:
the common or folk view of gender, a performative
view of gender, and one social psychological view
of gender. None of these views can be seen as
correct for all contexts and applications. The view
that is appropriate for a given project will depend
on the research questions posed and the goals of
the project.

A folk belief, as the term is used here, refers to
the doxa or beliefs of the many that may or may
not be supported by systematic inquiry—common
beliefs distinguished from scientific knowledge or
philosophical theories (Plato, 2005). In the folk
conception, the “heteronormative gender binary”
(Larson, 2016, p. 365) conflates sex, the chro-
mosomal and biological characteristics of people,
with gender, their outward appearances and behav-
iors. The salience of these categories and their bi-
nary nature are taken as obvious and natural. Con-
sequently, the options available on a survey for the
question “Gender?” are frequently “male” or “fe-
male” (sex categories) rather than “masculine” or
“feminine” (gender categories). There is a grow-
ing understanding in contemporary western cul-
ture, however, that some individuals either do not
fall easily into the binary or exhibit gender char-
acteristics inconsistent with the biological sex as-
cribed to them at birth—these persons are some-
times referred to as being “transgender,” while
those whose sex and gender are congruent are “cis-
gender” (DeFrancisco et al., 2014). Various com-
munities of persons who are not cisgender have
other names they prefer to use for themselves, in-
cluding “gender non-conforming,” “non-binary,”
and “genderqueer” (GLAAD, nd b). According to
one academic report, there are 1.4 million trans-

gender people in the United States alone, and for
these persons, the language used to characterize
them can function as respectful on the one hand or
offensive and defamatory on the other (GLAAD,
nd a). Note that the gender labels that transgen-
der persons ascribe to themselves do not include
“other.” The folk view of gender might be an ap-
propriate frame for the NLP researcher seeking to
explore study participants’ use of language in re-
lation to their own conceptions of their genders.

Another view of gender sees it as performa-
tive. So, according to DeFrancisco et al. (2014,
p. 3) gender consists in “the behaviors and ap-
pearances society dictates a body of a particular
sex should perform,” structuring “people’s under-
standing of themselves and each other.” Accord-
ing to Larson (2016), an actor’s gender knowl-
edge comprises components of the actor’s cogni-
tive environment—beliefs about behaviors the ac-
tor expects to have a particular effect or effects on
another based on knowledge about a typified situ-
ation in the actor’s cognitive environment. Among
these behaviors is language. Butler (1993) charac-
terized gender as a form of performativity arising
in “an unexamined framework of normative het-
erosexuality” (p. 97). According to all these the-
ories, gender performativity is not merely perfor-
mance, but rather performances that respond to,
or are constrained by, norms or conventions and
simultaneously reinforce them. This approach to
gender could be useful, for example, in a study
exploring the ways that language might be used to
resist folk views of gender, especially in a context
like transgender communities, where resistance to
gender doxa is essential to building identity. Sim-
ilarly, it could be useful in studying cases where
persons of one gender attempt to appropriate con-
ventional communicative practices of another gen-
der without adopting a transgender identity. Bam-
man et al. (2014) made specific reference to this
family of theories in their study of Twitter users.

A third approach to thinking about gender is
to assume a gender binary, identify characteristics
that cluster around the modes of the binary, and as-
sess the gender of study participants based on their
closeness of fit to these modes. This is exactly the
approach of the Bem Sex Roles Inventory (Bem,
1974) and other instruments developed by social
psychologists to assess gender. This approach al-
lows the researcher to break gender down into con-
stituent features. So, for example, the BSRI asso-
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ciates self-reliance, independence, and athleticism
with masculinity and loyalty, sympathy, and sen-
sitivity with femininity (Blanchard-Fields et al.,
1994). This approach might be useful, for exam-
ple, for an NLP practitioner seeking to identify
consumers exhibiting individual characteristics—
like independence and athleticism—in order to
market a particular product to those consumers
without regard to their gender or sex. Such ap-
proaches may not be available to NLP researchers,
though, as they require participants to fill out sur-
veys.

These are only three of many possible ap-
proaches to gender, and as the examples suggest,
they vary widely in the kinds of research questions
they can help to answer.

2.2 Rationales for studying gender

Broadly speaking, NLP studies focused on gen-
der stem from two sources: researchers and prac-
titioners. Borrowing from concepts in the field
of research with human participants, we can char-
acterize research as “activity designed to test an
hypothesis, permit conclusions to be drawn, and
thereby to develop or contribute to generaliz-
able knowledge” (Belmont Report, 1979). Prac-
titioners, by contrast, are interested in provid-
ing solutions or “interventions that are designed
solely to enhance the well-being of an individ-
ual. . . client”—in other words, the development of
commercial applications. These two rationales can
blend when academics disseminate research with
the intention of attracting commercial interest and
when practitioners disseminate study findings to
the academic community with a goal, in part, of
attracting attention to their commercial activities.
Practitioners may also intend to develop applica-
tions that serve the needs of multiple clients, as
when they seek to sell a technical solution to many
players within an industry.

The practitioner may have more instrumental
objectives, hoping, for example, for insights about
consumer behavior applicable to an employer’s or
client’s commercial goals. Practitioners engaged
in such studies need not be concerned about the
finer points of academic-researcher ethics. They
should be conscious, however, of the social effects
of their research when it is disseminated, covered
in the news, etc. Even if their research is used only
internally for their companies or clients, they may
use variables in machine learning applications in

such a way as to cause “algorithmic discrimina-
tion,” where “an individual or group receives un-
fair treatment as a result of algorithmic decision-
making” (Goodman, 2016). The ethical frame-
works discussed in the next section provide rea-
sons to avoid such discrimination.

3 Ethical frameworks

Academic researchers and commercial practition-
ers may draw their ethical principles from different
ethical frameworks, but they have similar ethical
obligations for ascribing category labels to persons
and for using and reporting the research resulting
from them.

In the United States, academic researchers
are generally guided by principles articulated in
the Belmont Report (1979), which calls on re-
searchers to observe three principles:

• Respect for persons represents the right of
a human taking part or being observed in
research (sometimes called a “subject” or
“participant”) to make an informed decision
about whether to take part and for a re-
searcher “to give weight to autonomous per-
sons’ considered opinions and choices.”

• Beneficence requires that the research first do
no harm to participants and second “maxi-
mize possible benefits and minimize possible
harms.”

• Justice demands that the costs and benefits
of research be distributed fairly, so that one
group does not endure the costs of research
while another enjoys its benefits.

Under regulations of the U.S. Department of
Health and Human Services known as the Com-
mon Rule, “all research involving human subjects
conducted, supported or otherwise subject to regu-
lation by any federal department or agency” must
be subjected to review by an institutional review
board or IRB (Common Rule, 2009). As a practi-
cal matter, most research universities in the United
States require that all research involving human
participants be subject to IRB review. The Com-
mon Rule embodies many of the principles of the
Belmont Report and of the Declaration of Helsinki
(World Medical Association, 1964).

Other authorities argue that academic re-
searchers have ethical responsibilities regarding
their research, even if it does not involve human
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participants. In that context, internal and exter-
nal validity (or validity and reliability) of research
findings are ethical concerns (Breuch et al., 2002;
MacNealy, 1998). Not being explicit about what
the researcher means by the research construct
gender raises a problem for readers of research re-
ports, as they cannot evaluate a researcher’s claims
without knowing in principle what the researcher
means by her central terms. Not being explicit
about the ascription of the category gender as a
variable to participants or communication artifacts
that they create brings into question internal and
external validity of research findings, because it
makes it difficult or impossible for other schol-
ars to reproduce, test, or extend study findings. In
short, doing good science is an ethical obligation
of good scientists.

Practitioners are bound by ethical frameworks
that are applicable to all persons generally. In
the West, these may be drawn from normative
frameworks that determine circumstances under
which one can be called ethical: “virtue ethics”—
having ethical thoughts and an ethical character
(Hursthouse and Pettigrove, 2016); “deontologi-
cal” ethics—conforming to rules, laws, and other
statements of ethical duty (Alexander and Moore,
2016); and “consequentialism”—engaging in ac-
tion that causes more good than harm (Sinnott-
Armstrong, 2015). Other western and non-western
ethical systems may prioritize other values (Hen-
nig, 2010). Deontological ethics is drawn from
sets of rules, such as religious texts, industry
codes of ethics, and laws. Deontological theo-
rists derive such rules from theoretical procedures,
such as Kant’s categorical imperative, where “all
those possibly affected” can “will a just maxim
as a general rule”; Rawl’s “veil of ignorance,”
in which participants cannot know what role they
will play in the society for which they posit rules;
or Habermas’s discourse ethics, rules resulting
from a “noncoercive rational discourse among free
and equal participants” (Habermas, 1995, p. 117).
In a sense the Belmont Report provides a set of
rules for deontological evaluation.

Consequentialist ethical systems like utilitarian-
ism evaluate actions not by their means but their
ends. They are thus consistent with the Belmont
Report edict that research’s benefits should out-
weigh its costs. But neither the Belmont Report
nor other ethical systems typically permit actors
to ignore the means they use to pursue their ends.

Some researchers/practitioners have argued for
fairness, accountability, and transparency as ethi-
cal principles in applications of machine learning,
a technology commonly used in NLP. Consider,
for example, Hardt (2014) and Wallach (2014),
and the group of researchers and practitioners be-
hind FAT-ML (FAT-ML, nd). In this literature, it is
not always clear what these three terms are meant
to represent. So, for example, fairness appears to
be a social metric similar to the Belmont Report’s
beneficence and justice. Wallach refers to it almost
strictly in the phrase “bias, fairness, and inclu-
sion.” This seems concerned with fairness in the
distributive sense of the Belmont Report’s justice
rather than the aggregate sense of consequentialist
ethical systems. Wallach’s uses of transparency
and accountability echo the ethical principles for
researchers suggested by Breuch et al. (2002) and
MacNealy (1998). She appears to view them as
principles to which researchers and practitioners
should aspire.

FAT-ML could be operationalized as an ethical
framework this way: NLP studies would expose
their theoretical commitments, describe their re-
search constructs (including gender), and explain
their methods (including their ascription of gen-
der categories). The resulting transparency per-
mits accountability to peer reviewers and other
researchers and practitioners, who may assess a
given study against principles intended to result
in valid and reliable scientific findings, principles
designed to ensure respect for persons, justice,
beneficence, and other evolving ethical principles
under the rubric of fairness. Identification of the
applicable rules awaits the rational non-coercive
discourse of which the First Workshop on Ethics
in NLP is an early and important example.

4 Applying frameworks to previous
studies

This section considers how previously published
and disseminated studies satisfy the ethical frame-
works noted above and whether those frameworks
may challenge the studies. Note that consider-
ation of these particular studies is not meant to
suggest that they are ethically flawed; they have
been selected because they are recent studies or
high-quality studies that have been widely cited.
Generally, the studies discussed in this section in-
cluded very careful descriptions of their methods
of data collection and analysis. However, though
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each purported to tell us something about gender,
hardly any defined what they meant by “gender”
or “sex,” many did not indicate how they ascribed
the gender categories to their participants or arti-
facts, and some that did explain the ascription of
gender categories left room for concerns.

A great many studies have explored gender dif-
ferences in human communication. An early and
widely cited study is Koppel et al. (2002), where
the researchers used machine learning to predict
the gender of authors of published texts in the
British National Corpus (BNC). Koppel and col-
leagues noted that the works they selected from
the BNC were labeled for author gender, but they
did not indicate how that labeling was done.

Like Koppel et al., many study authors allow the
ascription of the gender category to be the result of
an opaque process—that is, they do not fully em-
brace the transparency and accountability princi-
ples identified above, making the validity of stud-
ies difficult to assess. For example, in a study of
computer-mediated communication, Herring and
Paolillo (2006) assigned gender to blog authors
“by examining each blog qualitatively for indica-
tions of gender such as first names, nicknames,
explicit gender statements. . . and gender-indexical
language.” The authors did not provide readers
with examples of the process of assigning these
labels—called “coding” here as it is frequently
by qualitative researchers, and not to be confused
with the computer programmer’s notion of “cod-
ing” or writing code—a coding guide, which is
the set of instructions that researchers use to as-
sign category labels to persons or artifacts, or a
statement about whether the researchers compared
coding by two or more coders to assess inter-rater
reliability (Potter and Levine-Donnerstein, 1999).

Rao et al. (2010) examined Twitter posts
(“tweets”) to predict the gender categories they
had ascribed to the texts’ authors. They identi-
fied 1,000 Twitter users and inferred their gender
based upon a heuristic: “For gender, the seed set
for the crawl came from initial sources including
sororities, fraternities, and male and female hy-
giene products. This produced around 500 users
in each class” (2010, p. 38). Of course, using lin-
guistic performances (profiles and tweets) to as-
sign gender to Twitter accounts and then using
linguistic performances to predict the genders of
those accounts is very like the “house of mirrors”
that Bamman et al. (2014) warned of above.

The approach of Rao and colleagues and Her-
ring and Paolillo also appears to put the researcher
in the position of deciding what counts as male
and female in the data. This raises questions of
fairness with regard to participants who have been
labeled according the researchers’ expectations, or
perhaps their biases, rather than autonomous deci-
sions by the participants.

Other studies make their ascription of gender
categories explicit but fail to cautiously approach
such labels. For example, two early studies, Yan
and Yan (2006) and Argamon et al. (2007), used
machine learning to classify blogs by their au-
thors’ genders. They used blog profile account
settings to ascribe gender categories. Burger et
al. (2011) assigned gender to Twitter users by fol-
lowing links from Twitter accounts to users’ blogs
on blogging platforms that required users to indi-
cate their genders. More recently, Rouhizadeh et
al. (2016) studied Facebook users from the period
2009–2011 based on their self-identified genders
(but these data were gathered before Facebook’s
current gender options, see below), and Wang et
al. (2016) looked at Weibo users, collecting self-
identified gender data from their profiles.

None of the studies in the previous paragraph
described how frequently account holders indi-
cated their own genders, what gender options were
possible, or how researchers accounted for ac-
count holders posing with genders other than their
own. The answers to such questions would make
the studies more transparent, helping readers to
assess the their validity and fairness. For exam-
ple, if many users of a site refused to disclose
their genders, it is possible that the decision not to
disclose might correlate with other characteristics
that would make gender distinctions in the data
more or less pronounced. The Belmont Report’s
concern about autonomy would best be addressed
by understanding the options given to participants
to represent themselves as gendered persons on
these blogging platforms. If there were only two
gender options—probably “male” and “female”—
we might well wonder whether transgender per-
sons may have refused to answer the question, or
if forced to answer, how they chose which gender.

One study deserves special mention: Bam-
man et al. (2014) compared user names on Twit-
ter profiles to U.S. Census data which showed
a gender distribution for the 9,000 most com-
monly appearing first names. Though some names
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were ambiguous—used for persons of different
genders—in the census data, 95 percent of the
users included in the study had a name that was “at
least 85 percent associated with its majority gen-
der” (p. 140). They then examined correlations
between gender and language use. This approach
might fall prey to criticisms regarding category
ascription similar to those leveled at the studies
above. Bamman et al., however, exhibited much
more caution in the use of gender categories than
any of the other studies cited here and engaged in
cluster analyses that showed patterns of language
use that crossed the gender-binary boundary. By
describing the theory of gender they used and the
method of ascribing the gender label, they made
their study transparent and accountable. Whether
it is fair is an assessment for their peers to make.

5 Guidelines for using gender as a
variable

This section describes four guidelines for re-
searchers and practitioners using gender as a
variable in NLP studies that fall broadly under
these admonitions: (1) formulate research ques-
tions making explicit theories of what “gender” is;
(2) avoid using gender as a variable unless it is
necessary to answer research questions; (3) make
explicit methods for assigning gender categories to
participants and linguistic artifacts; and (4) respect
the difficulties of respondents when asking them
to self-identify for gender. It also includes a rec-
ommendation for peer reviewers for conference-
paper and research-article submissions. Note that
this paper does not advocate for a particular the-
ory of gender or method of ascribing gender cat-
egories to cover all NLP studies. Rather, it advo-
cates for exposing decisions on these matters to
aid in making studies more transparent, account-
able, and fair. The decisions that practitioners and
researchers make will be subject to debate among
them, peer reviewers, and other practitioners and
researchers.

5.1 Make theory of gender explicit

Researchers and practitioners should make ex-
plicit the theory of gender that undergirds their re-
search questions. This step is essential to make
studies accountable, transparent, and valid. For
other researchers or practitioners to fully interpret
a study and to interrogate, challenge, or reproduce
it, they need to understand its theoretical grounds.

Ideally, a researcher would provide an extended
discussion of the central variable in his or her
study. For example, Larson (2016) offered a def-
inition of “gender” used in the study along with a
lengthy discussion of the concept. Both the dis-
cussion and analysis in Bamman et al. (2014) en-
gaged with previous theoretical literature on gen-
der and challenged the gender constructs used in
previous NLP studies. But articles using gender
as a variable need not go to this extent. The goal
of making gender theory explicit can be achieved
by quoting a definition of “gender” from earlier re-
search and giving some evidence of actually hav-
ing read some of the earlier research. In the alter-
native, the researcher may adopt a construct def-
inition for gender; that is, the researcher may an-
swer the question, “What does ‘gender’ measure?”
Thus, researchers can either choose definitions of
“gender” from existing theories or identify what
they mean by “gender” by defining it themselves.

Practitioners may take a different view. Con-
sider, for example, a practitioner working at a
social media site that requires its users to self-
identify in response to the question “gender.” It is
reasonable for this practitioner to use NLP tools to
study the site’s customers based on their responses
to this question, seeking usage patterns, correla-
tions, etc. But a challenge arises as social me-
dia platforms recognize nuances in gender iden-
tity. For example, in 2015 Facebook began allow-
ing its users to indicate that their gender is “fe-
male,” “male,” or “custom,” and the custom option
is an open text box (Bell, 2015). A practitioner
there using gender data will be compelled to use
many labels or group them in a manner selected
by the practitioner. Using all the labels presents
difficulties for classifiers and for the practitioner
attempting to explain results. Grouping labels re-
quires the practitioner to theorize about how they
should be grouped. This takes us back to the ad-
monition that the researcher or practitioner should
make explicit the theory of gender being used.

5.2 Avoid using gender unless necessary

This admonition is perhaps obvious: Given the ef-
forts that this paper suggests should surround the
selection, ascription, use, and reporting of gender
categories in NLP studies, it would be foolish to
use gender as a category unless it is necessary to
achieve the researcher’s objectives, because the ef-
fort is unlikely to be commensurate with the pay-
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off. It is likely, though, that the casual use of gen-
der as a routine demographic question in studies
where gender is not a central concern will remain
commonplace. It seems an easy question to ask,
and once the data are collected, it seems easy to
perform a cross-tabulation of findings or results
based on the response to this question.

The reasons for avoiding the use of gender as
a variable unless necessary are grounded in all
the ethical principles discussed above. A failure
to give careful consideration to the questions pre-
sented in this paper creates a variety of risks. Thus,
researchers should resist the temptation to ask: “I
wonder if the women responded differently than
the men.” The best way to resist this temptation
is to resist asking the gender question in the first
place, unless it is important to presenting findings
or results.

A reviewer of this paper noted that following
this recommendation might inadvertently discour-
age researchers and practitioners from checking
the algorithmic bias of their systems. Indeed, it is
thoroughly consistent with values described here
for researchers and practitioners to engage in such
checking. In that case, gender is a necessary cate-
gory, but where such work is anticipated, the other
recommendations of this Section 5 should be care-
fully followed from the outset.

5.3 Make category assignment explicit

Researchers and practitioners should make ex-
plicit the method(s) they use to ascribe gender
categories to study participants or communica-
tion artifacts. This step is essential to make the
researcher’s or practitioner’s studies accountable,
transparent, and valid. Just as the study’s theory
of gender is an essential basis for interpreting the
findings—for interrogating, challenging, and re-
producing them—so are the methods of ascribing
the variable of study. This category provides the
largest number of specific recommendations. (In
this section, the term “researcher” refers both to
researchers as discussed above and to practition-
ers who choose to disseminate their studies into
the research community.)

Researchers have several choices here. Outside
of NLP, they have very commonly ascribed gen-
der to study participants based on the researchers’
own best-guess assessments: The researcher in-
teracts with a participant and concludes that she
is female or he is male. For small-scale studies,

this approach will not likely go away; but the re-
searcher should consider at the time of study de-
sign whether and how to do this. Researchers re-
porting findings should acknowledge if this is the
approach they have taken.

A related approach makes sense where the re-
searcher is studying how participants behave to-
ward each other based on what they perceive oth-
ers’ genders to be. For example, if studying
whether a teacher treats students differently based
on student genders, the researcher may need to
know what genders the teacher ascribes to stu-
dents. The researcher should give thought to how
to collect information about this category ascrip-
tion from the teacher. The process could prove
challenging if the researcher and teacher operate
in an environment where students challenge tra-
ditional gender roles or where students outwardly
identify as transgender.

But participant self-identification should be the
gold standard for ascribing gender categories. Ex-
cept in circumstances where one might not expect
complete candor, one can count on participants to
say what their own genders are. On the one hand,
this approach to ascribing a gender label respects
the autonomy of study participants, as it allows
them to assert the gender with which they iden-
tify. On the other hand, it does not account for the
fact that each study participant may have a differ-
ent conception of gender, its meaning, its relation
to sex, etc. For example, a 76-year-old woman
who has lived in the United States her whole life
may have a very different conception of what it
means to be “female” or “feminine” than does a
20-year-old recent immigrant to Germany from
Turkey. Despite this, each may be attempting to
make sense of her identity as including a female
or feminine gender.

In theory, the researcher could address the con-
cerns regarding participant self-identification us-
ing a gender-role inventory. In fact, one study
looking for gender differences in writing did ex-
actly that, using the Bem Sex Role Inventory
(BSRI) to assess author genders (Janssen and Mu-
rachver, 2004). The challenge with these ap-
proaches is that gender is a moving target. Sandra
Bem introduced the BSRI in 1974 (Bem, 1974).
It has since been criticized on a wide variety of
grounds, but of importance here is the fact that
it was based on gender role stereotypes from the
time when it was created. Thus a meta-analysis by
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Twenge (1997) of studies using the BSRI showed
that the masculinity score of women taking the
BSRI had increased steadily over 15 years, and
men’s masculinity scores showed a steady de-
crease in correlation over the same period. These
developments make sense in the context of a gen-
der roles inventory that is necessarily validated
over a period of years after it is first developed,
resulting in an outdated set of gender stereotypes
being embodied in the test, stereotypes that are not
confirmed later as gender roles change. This does
not mean that these inventories have no value for
some applications; rather, researchers using them
should explain that they are using them, why they
are using them, and what their limitations are.

Researchers should consider the following spe-
cific recommendations: First, if a study relies
upon a gender-category ascription provided by
someone else, as does Koppel et al. (2002), it
should provide as much information as possible
about how the category was ascribed and acknowl-
edge the third-party category ascription as a limi-
tation. This supports the goals of research validity,
transparency, and accountability.

Second, if the researchers relied upon self-
identified gender from a technology or social me-
dia platform, the study report should show that the
researchers have reflected on the possibility that
users of the platform have not identified their gen-
ders at all (where the platform does not require it),
that users may intentionally misidentify their gen-
ders, that transgender users may be unable to iden-
tify themselves accurately (if the platform presents
only a binary), or that they may have been in-
sulted by the question (if the platform presents
them with “male,” “female,” and “other,” for ex-
ample). All these reflections address questions of
validity, transparency, and accountability. The fi-
nal two, however, also implicate the autonomy and
respect for persons the Belmont Report calls for.

Third, if researchers use a heuristic or qualita-
tive coding scheme to assess an author’s gender,
it is critically important that readers be presented
with a full description of the process. This in-
cludes providing a copy of the coding guide (the
set of instructions that researchers use to assign
category labels to persons or artifacts) and describ-
ing the process by which researchers checked their
code ascriptions, including a measure of inter-rater
reliability. Studies that use automated means to
ascribe category labels should include copies of

computer code used to make the ascriptions. This
supports the goals of accountability, transparency,
and validity.

Fourth, researchers who group gender labels
collected from participant self-identification or use
a heuristic to assign gender categories to partici-
pants or artifacts should consider “denaturalizing”
the resulting category labels. This challenge is
only likely to increase as sites like social media
platforms recognize nuances in gender identity, as
this section previously noted with regard to Face-
book. For example, Larson (2016) asked partic-
ipants to identify their own genders, giving them
an open text box in which to do it. (See also the
detailed discussion of methods in Larson (2017).)
This permitted participants in the study to identify
with any gender they chose, and respondents re-
sponded with eight different gender labels. Larson
explained his grouping of the responses and chose
to denaturalize the gender categories by not us-
ing their common names. The article thus grouped
“F,” “Fem,” “Female,” and “female” together with
the category label Gender F and “Cis Male,” “M,”
“Male,” and “Masculine” with the label Gender M.
Such disclosure or transparency supports the goals
accountability and fairness.

The steps described here would have strength-
ened already fine studies like those cited in the pre-
vious section. Of course, they would not insulate
them from criticism. For example, Larson (2016)
collected self-identified gender information and
denaturalized the gender categories as explained
above, but the result was nevertheless a gender
binary consistent with that prevalent in the folk-
theory of gender. The transparency of the study
methods, however, provides a basis for critique;
had it simply reported findings based on “male”
and “female” participants, the reader would not
even be able to identify this basis for critique.

5.4 Respect persons

One final recommendation is applicable to re-
searchers and to practitioners who may have a role
in deciding how to collect self-identified gender
labels from participants. Here, the practitioner or
researcher should take pains to recognize differ-
ences and difficulties that respondents may face in
ascribing gender to themselves or to others. For
example, assuming that one is collecting demo-
graphic information with an online survey, one
might offer respondents two options for gender:
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“male” and “female.” In contemporary western
culture, however, it is not unusual to have respon-
dents who do not easily identify with one gender
or another or who actively refuse to be classed in
a particular gender. Others are confidently trans-
gender or intersex. Thus, two options may not
be enough. However, the addition of an “other”
might seem degrading or insulting to those who do
not consider themselves to be “male” or “female.”
Another option might be “none of the above,” but
this again seems to function as an othering selec-
tion. There are so many ways that persons might
choose to describe their genders that listing them
might also be impractical, especially as the list it-
self might have reactive effects by drawing spe-
cial attention to the gender question. Such effects
might arise if the comprehensive nature of the list
tips research participants off that gender is an ob-
ject of study in the research. But even the “free-
form” space discussed above presents difficulties
for practitioners and researchers.

Grappling with this challenge, and in the case of
researchers and practitioners disseminating their
research, documenting that grappling, is the best
way to ensure ethical outcomes.

5.5 Reviewers: Expect ethical practices

The way to ensure that researchers (and practition-
ers who disseminate their studies as research) con-
form to ethical principles is to make them account-
able at the time of peer review. A challenge for
researchers and peer reviewers alike, however, is
space. A long paper for EACL is eight pages at the
time of initial submission. A researcher may not
feel able to report fully on a study’s background,
data, methods, findings, and significance in that
space and still have space to explain steps take to
ensure the use of the gender variable is ethical. At
least two possible solutions come to mind.

First, researchers may make efforts to weave ev-
idence of ethical study design and implementation
into study write-ups. It may be possible with the
addition of a small number of sentences to satisfy
a peer reviewer that a researcher has followed the
guidelines in this paper.

Second, a researcher could write up a supple-
mental description of the study addressing partic-
ularly these issues. The researcher could signal
the presence of the supplemental description by
noting its existence in the first draft submitted for
peer review. If the paper is accepted, the supple-

mental description could be added to the paper be-
fore publication of the proceedings without adding
excessive length to the paper. In the alternative,
the supplemental description could be made avail-
able via a link to a web resource apart from the
paper itself. ACL has provided for the submis-
sion of “supplementary material” at least at some
of its conferences “to report preprocessing deci-
sions, model parameters, and other details nec-
essary for the replication of the experiments re-
ported” (Association for Computational Linguis-
tics, 2016). Other NLP conferences and techni-
cal reports should follow this lead. In any case, it
may be helpful if the peer-review mechanisms for
journals and conferences include a means for the
researcher to attach the supplemental description,
as its quality may influence the votes of some re-
viewers regarding the quality of the paper.

6 Conclusion

This paper represents only a starting point for
treating the research variable gender in an ethical
fashion. The guidelines for researchers and prac-
titioners here are intended to be straightforward
and simple. However, to engage in research or
practice that measures up to high ethical standards,
we should see ethics not as a checklist at the be-
ginning or end of a study’s design and execution.
Rather, we should view it as a process where we
continually ask whether our actions respect human
beings, deliver benefits and not harms, distribute
potential benefits and harms fairly, and explain our
research so that others may interrogate, test, and
challenge its validity.

Other sets of social labels, such as race, eth-
nicity, and religion, raise similar ethical concerns,
and researchers studying data including those cat-
egories should also consider the advice presented
here.
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Abstract

Stylometric and text categorization results
show that author gender can be discerned
in texts with relatively high accuracy. How-
ever, it is difficult to explain what gives rise
to these results and there are many possible
confounding factors, such as the domain,
genre, and target audience of a text. More
fundamentally, such classification efforts
risk invoking stereotyping and essential-
ism. We explore this issue in two datasets
of Dutch literary novels, using commonly
used descriptive (LIWC, topic modeling)
and predictive (machine learning) methods.
Our results show the importance of con-
trolling for variables in the corpus and we
argue for taking care not to overgeneralize
from the results.

1 Introduction

Women write more about emotions, men use more
numbers (Newman et al., 2008). Conclusions such
as these, based on Natural Language Processing
(NLP) research into gender, are not just compelling
to a general audience (Cameron, 1996), they are
specific and seem objective, and hence are pub-
lished regularly.

The ethical problem with this type of research
however, is that stressing difference—where there
is often considerable overlap—comes with the ten-
dency of enlarging the perceived gap between fe-
male and male authors; especially when results are
interpreted using gender stereotypes. Moreover,
many researchers are not aware of possible con-
founding variables related to gender, resulting in
well-intentioned but unsound research.

But, rather than suggesting not performing re-
search into gender at all, we look into practical

solutions to conduct it more soundly.1 The reason
we do not propose to abandon gender analysis in
NLP altogether is that female-male differences are
quite striking when it comes to cultural produc-
tion. We focus on literary fiction. Female authors
still remain back-benched when it comes to gain-
ing literary prestige: novels by females are still
much less likely to be reviewed, or to win a liter-
ary award (Berkers et al., 2014; Verboord, 2012).
Moreover, literary works by female authors are
readily compared to popular bestselling genres typ-
ically written by and for women, referred to as
‘women’s novels,’ whereas literary works by male
authors are rarely gender-labeled or associated with
popular genres (Groos, 2011). If we want to do re-
search into the gender gap in cultural production,
we need to investigate the role of author gender
in texts without overgeneralizing to effects more
properly explained by text-extrinsic perceptions of
gender and literary quality.

In other words, NLP research can be very useful
in revealing the mechanisms behind the differences,
but in order for that to be possible, researchers need
to be aware of the issues, and learn how to avoid
essentialistic explanations. Thus, our question is:
how can we use NLP tools to research the rela-
tionship between gender and text meaningfully, yet
without resorting to stereotyping or essentialism?

Analysis of gender with NLP has roughly two
methodological strands, the first descriptive and
the second predictive. First, descriptive, is the tech-
nically least complex one. The researcher divides
a set of texts into two parts, half written by female
and half by male authors, processes these with the
same computational tool(s), and tries to explain the

1We are not looking to challenge the use of gender as a
binary construct in this paper, although this is a position that
can be argued as well. Butler (2011) has shown how gender
is not simply a biological given, nor a valid dichotomy. We
recognize that computational methods may encourage this
dichotomy further, but we shall focus on practical steps.
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observed differences. Examples are Jockers (2013,
pp. 118–153) and Hoover (2013). Olsen (2005)
cleverly reinterprets Cixous’ notion of écriture
féminine to validate an examination of female au-
thors separately from male authors (Cixous et al.,
1976).

The second, at a first glance more neutral strand
of automated gender division, is to use predictive
methods such as text categorization: training a ma-
chine learning model to automatically recognize
texts written by either women or men, and to mea-
sure the success of its predictions (e.g., Koppel
et al., 2002; Argamon et al., 2009). Johannsen
et al. (2015) combines descriptive and predictive
approaches and mines a dataset for distinctive fea-
tures with respect to gender. We will apply both
descriptive and predictive methods as well.

The rest of this paper is structured as follows.
Section 2 discusses two theoretical issues that
should be considered before starting NLP research
into gender: preemptive categorization, and the
semblance of objectivity. These two theoretical
issues are related to two potential practical pitfalls,
the ones which we hope to remedy with these pa-
per: dataset bias and interpretation bias (Section 3).
In short, if researchers choose to do research into
gender (a) they should be much more rigorous in
selecting their dataset, i.e., confounding variables
need to be given more attention when constructing
a dataset; and (b) they need to avoid potential in-
terpretative pitfalls: essentialism and stereotyping.
Lastly, we provide computational evidence for our
argument, and give handles on how to deal with
the practical issues, based on a corpus of Dutch,
literary novels (Sections 4 through 6).

Note that none of the gender-related issues we
argue are new, nor is the focus on computational
analysis (see Baker, 2014). What is novel, how-
ever, is the practical application onto contemporary
fiction. We want to show how fairly simple, com-
monly used computational tools can be applied in
a way that avoids bias and promotes fairness—in
this case with respect to gender, but note that the
method is relevant to other categorizations as well.

2 Theoretical issues

Gender research in NLP gives rise to several eth-
ical questions, as argued in for instance Bing and
Bergvall (1996) and Nguyen et al. (2016). We dis-
cuss two theoretical issues here, which researchers
need to consider carefully before performing NLP

research into gender.

2.1 Preemptive categorization

Admittedly, categorization is hard to do without.
We use it to make sense of the world around us. It
is necessary to function properly, for instance to
be able to distinguish a police officer from other
persons. Gender is not an unproblematic category
however, for a number of reasons.

First, feminists have argued that although many
people fit into the categories female and male, there
are more than two sexes (Bing and Bergvall, 1996,
p. 2). Our having to decide how to categorize the
novel by the transgender male in our corpus pub-
lished before his transition is a case in point (we
opted for male).

Second, it is problematic because gender is such
a powerful categorization. Gender is the primary
characteristic that people use for classification, over
others like race, age and occupational role, re-
gardless of actual importance (Rudman and Glick,
2012, p. 84). Baker (2014) analyzes research that
finds gender differences in the spoken section of the
British National Corpus (BNC), which indicates
gender differences are quite prominent. However,
the context also turned out to be different: women
were more likely to have been recorded at home,
men at work (p. 30). Only when one assumes that
gender causes the contextual difference, can we
attribute the differences to gender. There is no di-
rect causation, however. Because of the saliency
of the category of gender, this ‘in-between step’ of
causation is not always noticed. Cameron (1996)
altogether challenges the “notion of gender as a
pre-existing demographic correlate which accounts
for behavior, rather than as something that requires
explanation in its own right” (p. 42).

This does not mean that gender differences do
not exist or that we should not research them. But,
as Bing and Bergvall (1996) point out: “The issue,
of course, is not difference, but oversimplification
and stereotyping” (p. 15). Stereotypes can only be
built after categorization has taken place at all (Rud-
man and Glick, 2012). This means that the method
of classification itself inherently comes with the
potential pitfall of stereotyping.

Although the differences found in a divided cor-
pus are not necessarily meaningful, nor always re-
producible with other datasets, an ‘intuitive’ ex-
planation is a trap easily fallen into: rather than
being restricted to the particular dataset, results can
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be unjustly ascribed to supposedly innate qualities
of all members of that gender, and extrapolated to
all members of the gender in trying to motivate a
result. This type of bias is called essentialism (All-
port, 1979; Gelman, 2003).

Rudman and Glick (2012) argue that stereotypes
(which are founded on essentialism) cause harm
because they can be used to unfairly discriminate
against individuals—even if they are accurate on
average differences (p. 95).

On top of that, ideas on how members of each
gender act do not remain descriptive, but become
prescriptive. This means that based on certain dif-
ferences, social norms form on how members of a
certain gender should act, and these are then rein-
forced, with punishment for deviation. As Baker
(2014) notes: “The gender differences paradigm
creates expectations that people should speak at the
linguistic extremes of their sex in order to be seen
as normal and/or acceptable, and thus it problema-
tizes people who do not conform, creating in- and
out-groups.” (p. 42)

Thus, although categorization in itself can appear
unproblematic, actively choosing to apply it has the
potential pitfall of reinforcing essentialistic ideas
on gender and enlarging stereotypes. This is of
course not unique to NLP, but the lure of making
sweeping claims with big data, coupled with NLP’s
semblance of objectivity, makes it a particularly
pressing topic for the discipline.

2.2 Semblance of objectivity

An issue which applies to NLP techniques in gen-
eral, but particularly to machine learning, is the
semblance of neutrality and objectivity (see Rieder
and Röhle, 2012). Machine learning models can
make predictions on unseen texts, and this shows
that one can indeed automatically identify differ-
ences between male and female authors, which are
relatively consistent over multiple text types and
domains. Note first that the outcome of these ma-
chine learning classifiers are different from what
many general readers expect: the nature of these
differences is often stylistic, rather than content-
related (e.g., Flekova et al. 2016; Janssen and Mu-
rachver 2005, pp. 211–212). For men they in-
clude a higher proportion of determiners, numer-
ical quantifiers (Argamon et al., 2009; Johannsen
et al., 2015), and overall verbosity (longer sen-
tences and texts; Newman et al. 2008). For women
a higher use of personal pronouns, negative polar-

ity items (Argamon et al., 2009), and verbs stands
out (Johannsen et al., 2015; Newman et al., 2008).
What these differences mean, or why they are im-
portant for literary analysis (other than a functional
benefit), is not generally made sufficiently evident.

But while evaluations of out-of-sample predic-
tions provide an objective measure of success, the
technique is ultimately not any more neutral than
the descriptive method, with its preemptive group
selection. Even though the algorithm automatically
finds gender differences, the fact remains that the
researcher selects the gender as two groups to train
for, and the predictive success says nothing about
the merits (e.g., explanatory value) of this division.
In other words, it starts with the same premise as
the descriptive method, and thus needs to keep the
same ethical issues in mind.

3 Practical concerns

Although the two theoretical issues are unavoid-
able, there are two practical issues inextricably
linked to them, dataset and interpretation bias,
which the researcher should strive to address.

3.1 Dataset bias

Strictly speaking, a corpus is supposed to represent
a statistically representative sample, and the con-
clusions from experiments with corpora are only
valid insofar as this assumption is met. In gender
research, this assumptions is too often violated, as
potential confounding factors are not accounted for,
exacerbating the ethical issues discussed.

For example, Johannsen et al. (2015) work with
a corpus of online reviews divided by gender and
age. However, reflected in the dataset is the types
of products that men and women tend to review
(e.g., cars vs. makeup). They argue that their use of
abstract syntactic features may overcome this do-
main bias, but this argument is not very convincing.
For example, the use of measurement phrases as a
distinctive feature for men can also be explained by
its higher relevance in automotive products versus
makeup, instead of as a gender marker.

Argamon et al. (2009) carefully select texts by
men and women from the same domain, French lit-
erature, which overcomes this problem. However,
since the corpus is largely based on nineteenth cen-
tury texts, any conclusions are strongly influenced
by literary and gender norms from this time period
(which evidently differ from contemporary norms).

Koppel et al. (2002) compose a corpus from the
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BNC, which has more recent texts from the 1970s,
and includes genre classifications which together
with gender are balanced in the resulting corpus.
Lastly, Sarawgi et al. (2011) present a study that
carefully and systematically controls for topic and
genre bias. They show that in cross-domain tasks,
the performance of gender attribution decreases,
and investigate the different characteristics of lex-
ical, syntactic, and character-based features; the
latter prove to be most robust.

On the surface the latter two seem to be a rea-
sonable approach of controlling variables where
possible. One remaining issue is the potential for
publication bias: if for whatever reason women are
less likely to be published, it will be reflected in this
corpus without being obvious (a hidden variable).

In sum, controlling for author characteristics
should not be neglected. Moreover, it is often not
clear from the datasets whether text variables are
sufficiently controlled for either, such as period,
text type, or genre. Freed (1996) has shown that re-
searchers too easily attribute differences to gender,
when in fact other intersecting variables are at play.
We argue that there is still much to gain in the con-
sideration of author and text type characteristics,
but we focus on the latter here. Even within the
text type of fictional novels, in a very restricted pe-
riod of time, as we shall show, there is a variety of
subgenres that each have their own characteristics,
which might erroneously be attributed to gender.

3.2 Interpretation bias

The acceptance of gender as a cause of difference
is not uncommon in computational research (cf.
Section 1). Supporting research beyond the chosen
dataset is not always sought, because the align-
ment of results with ‘common knowledge’ (which
is generally based on stereotypes) is seen as suffi-
cient, when in fact this is more aptly described as
researcher’s bias. Conversely, it is also problematic
when counterintuitive results are labeled as deviant
and inexplicable (e.g., in Hoover, 2013). This is
a form of cherry picking. Another subtle exam-
ple of this is the choice of visualization in Jock-
ers and Mimno (2013) to illustrate a topic model.
They choose to visualize only gender-stereotypical
topics, even though they make up a small part of
the results, as they do note carefully (Jockers and
Mimno, 2013, p. 762). Still, this draws attention to
the stereotype-confirming topics.

Regardless of the issue whether differences be-

tween men and women are innate and/or socially
constructed, such interpretations are not only un-
sound, they promote the separation of female and
male authors in literary judgments. But it can be
done differently. A good example of research based
on careful gender-related analysis is Muzny et al.
(2016) who consider gender as performative lan-
guage use in its dialogue and social context.

Dataset and interpretation bias are quite hard to
avoid with this type of research, because of the
theoretical issues discussed in Section 2. We now
provide two experiments that show why it is so
important to try to avoid these biases, and provide
first steps as to how this can be done.

4 Data

To support our argument, we analyze two datasets.
The first is the corpus of the Riddle of Literary
Quality: 401 Dutch-language (original and trans-
lated) novels published between 2007–2012, that
were bestsellers or most often lent from libraries in
the period 2009–2012 (henceforth: Riddle corpus).
It consists mostly of suspense novels (46.4 %) and
general fiction (36.9 %), with smaller portions of
romantic novels (10.2 %) and other genres (fantasy,
horror, etc.; 6.5 %). It contains about the same
amount of female authors (48.9 %) as male authors
(47.6 %) and 3.5 % of unknown gender, or duo’s of
mixed gender. In the genre of general fiction how-
ever (where the literary works are situated), there
are more originally Dutch works by male authors,
and more translated work by female authors.

The second corpus (henceforth: Nominee cor-
pus) was compiled because of this skewness; there
are few Dutch female literary authors in the Riddle
corpus. It is a set of 50 novels that were nomi-
nated for one of the two most well-known literary
prizes in the Netherlands, the AKO Literatuurprijs
(currently called ECI Literatuurprijs) and the Lib-
ris Literatuur Prijs, in the period 2007-2012, but
which were not part of the Riddle corpus. Variables
controlled for are gender (24 female, 25 male, 1
transgender male who was then still known as a
female), country of origin (Belgium and the Nether-
lands), and whether the novel won a prize or not (2
within each gender group). The corpus is relatively
small, because the percentage of female nominees
was small (26.2 %).

5 Experiments with LIWC

Newman et al. (2008) relate a descriptive method
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of extracting gender differences, using Linguistic
Inquiry and Word Count (LIWC; Pennebaker et al.,
2007). LIWC is a text analysis tool typically used
for sentiment mining. It collects word frequen-
cies based on word lists and calculates the relative
frequency per word list in given texts. The word
lists, or categories, are of different orders: psy-
chological, linguistic, and personal concerns; see
Table 1; LIWC and other word list based meth-
ods have been applied to research of fiction (e.g.,
Nichols et al., 2014; Mohammad, 2011). We use a
validated Dutch translation of LIWC (Zijlstra et al.,
2005).

5.1 Riddle corpus

We apply LIWC to the Riddle corpus, where we
compare the corpus along author gender lines. We
also zoom in on the two biggest genres in the cor-
pus, general fiction and suspense. When we com-
pare the results of novels by male authors versus
those by female authors, we find that 48 of 66
LIWC categories differ significantly (p ă 0.01),
after a Benjamini-Hochberg False Discovery Rate
correction. In addition to significance tests, we re-
port Cohen’s d effect size (Cohen, 1988). An effect
size |d| ą 0.2 can be considered non-negligible.

The results coincide with gender stereotypical
notions. Gender stereotypes can relate to several
attributes: physical characteristics, preferences and
interest, social roles and occupations; but psycho-
logical research generally focuses on personality.
Personality traits related to agency and power are
often attributed to men, and nurturing and empa-
thy to women (Rudman and Glick, 2012, pp. 85–
86). The results in Table 1 were selected from
the categories with the largest effect sizes. These
stereotype-affirming effects remain when only a
subset of the corpus with general fiction and sus-
pense novels is considered.

In other words, quite some gender stereotype-
confirming differences appear to be genre indepen-
dent here, plus there are some characteristics that
were also identified by the machine learning exper-
iments mentioned in section 2.2. Novels by female
authors for instance score significantly higher over-
all and within genre in Affect, Pronoun, Home,
Body and Social; whereas novels by male authors
score significantly higher on Articles, Prepositions,
Numbers, and Occupation.

The only result here that counters stereotypes is
the higher score for female authors on Cognitive
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Figure 1: Kernel density estimation of the percent-
age of male readers with respect to author gender.

Processes, which describes thought processes and
has been claimed to be a marker of science fiction—
as opposed to fantasy and mystery—because “rea-
soned decision-making is constitutive of the res-
olution of typical forms of conflict in science fic-
tion” (Nichols et al., 2014, p. 30). Arguably, rea-
soned decision-making is stereotypically associ-
ated with the male gender.

It is quite possible to leave the results at that,
and attempt an explanation. The differences are
not just found in the overall corpus, where a rea-
sonable amount of romantic novels (approximately
10 %, almost exclusively by female authors) could
be seen as the cause for a gender stereotypical out-
come. The results are also found within the tradi-
tionally ‘male’ genre of suspense (although half of
the suspense authors are female in this corpus), and
within the genre of general fiction.

Nonetheless, there are some elements to the cor-
pus that were not considered. The most important
factor not taken into account, is whether the novel
has been originally written in Dutch or whether it is
a translation. As noted, the general fiction category
is skewed along gender lines: there are very few
originally Dutch female authors.

Another, more easily overlooked factor is the
existence of subgenres which might skew the out-
come. Suspense and general fiction are categories
that are already considerably more specific than the
‘genres’ (what we would call text-types) researched
in the previously mentioned studies, such as fiction
versus non-fiction. For instance, there is a typical
subgenre in Dutch suspense novels, the so-called
‘literary thriller’, which has a very specific con-
tent and style (Jautze, 2013). The gender of the
author—female—is part of its signature.

Readership might play a role in this as well. The
percentage of readers for female and male authors,
taken from the Dutch 2013 National Reader Survey
(approximately 14,000 respondents) shows how
gendered the division of readers is. This distribu-
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Female Male effect
LIWC category Examples mean SD mean SD size (d) sign.

Linguistic
Prepositions to, with, above 11.38 0.86 11.92 0.86 -0.63 *
Pronouns I, them, itself 12.58 1.90 10.14 2.10 1.22 *
Negations no, not, never 2.02 0.31 1.78 0.35 0.74 *
Article a, an, the 8.48 1.08 9.71 1.19 -1.08 *
Numbers 0.61 0.15 0.79 0.25 -0.86 *
Psychological
Social mate, talk, they, child 10.81 2.00 9.54 1.73 0.68 *

Friends buddy, friend, neighbor 0.10 0.04 0.09 0.04 0.23
Humans 0.43 0.16 0.41 0.15 0.11

Affect happy, cried, abandon 2.84 0.49 2.35 0.38 1.12 *
Positive emotions love, nice, sweet 1.38 0.34 1.13 0.23 0.86 *

Cognitive processes cause, know, ought 5.51 0.67 5.03 0.72 0.69 *
Occupation work, class, boss 0.54 0.15 0.67 0.20 -0.75 *
Current concerns

Home apartment, kitchen, family 0.42 0.13 0.34 0.14 0.57 *
Money cash, taxes, income 0.20 0.10 0.21 0.10 -0.12
Body ache, breast, sleep 1.30 0.41 1.06 0.33 0.63 *

Table 1: A selection of LIWC categories with results on the Riddle corpus. The indented categories are
subcategories forming a subset of the preceding category. * indicates a significant result.

tion is visualized in Figure 1, which is a Kernel
Density Estimation (KDE). A KDE can be seen
as a continuous (smoothed) variant of a histogram,
in which the x-axis shows the variable of inter-
est, and y-axis indicates how common instances
are for a given value on the x-axis. In this case,
the graph indicates the number of novels read by
a given proportion of male versus female readers.
Male readers barely read the female authors in our
corpus, female readers read both genders; there is
a selection of novels which is only read by female
readers. Hence, the gender of the target reader
group differs per genre as well, and this is another
possible influence on author style.

In sum, there is no telling whether we are look-
ing purely at author gender, or also at translation
and/or subgenre, or even at productions of gendered
perceptions of genre.

5.2 Comparison with Nominees corpus

We now consider a corpus of novels that were nom-
inated for the two most well-known literary awards
in the Netherlands, the AKO Literatuurprijs and
Libris Literatuur Prijs. This corpus has less con-
founding variables, as these novels were all origi-
nally written in Dutch, and are all of the same genre.
They are fewer, however, fifty in total. We hypoth-
esize that there are few differences in LIWC scores
between the novels by the female and male authors,
as they have been nominated for a literary award,
and will not be marked as overtly by a genre. All of
them have passed the bar of literary quality—and

few female authors have made the cut in this period
of time to begin with;2 thus, we contend, they will
be more similar to the male authors in this corpus
than in the Riddle corpus containing bestsellers.

However, here we run into the problem that sig-
nificance tests on this corpus of different size would
not be comparable to those on the previous corpus;
for example, due to the smaller size, there will
be a lower chance of finding a significant effect
(and indeed, repeating the procedure of the pre-
vious section yields no significant results for this
corpus). Moreover, comparing only means is of
limited utility. Inspection does reveal that five ef-
fect sizes increase: Negations, Positive emotions,
Cognitive processes, Friends, and Money; all relate
more strongly to female authors. Other effect sizes
decrease, mostly mildly.

In light of these problems with the t-test in an-
alyzing LIWC-scores, we offer an alternative. In
interpretation, the first step is to note the strengths
and weaknesses of the method applied. The largest
problem with comparing LIWC scores among two
groups with a t-test, is that it only tests means: the
mean score for female authors versus the mean
score for male authors in our research. A t-test
to compare means is restricted to examining the
groups as a whole, which, we as we argued, is un-

2Note that female authors not being nominated for literary
prizes does not say anything about the relationship between
gender and literary quality. Perhaps female authors are over-
looked, or they write materials of lesser literary quality, or
they are simply judged this way because men have set the
standard and the standard is biased towards ‘male’ qualities.
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Figure 2: Kernel density estimation of four LIWC
categories across the novels of the Riddle (left) and
Nominees (right) corpus.

sound to begin with. That is why we only use it as
a means to an end. A KDE plot of scores on each
category gives better insight into the distribution
and differences across the novels; see Figure 2.

Occupation and Anger are two categories of
which the difference in means largely disappears
with the Nominees corpus, showing an effect size
of d ă 0.1. The plots demonstrate nicely how the
overlap has become near perfect with the Nominees
corpus, indicating that subgenre and/or translation
might have indeed been factors that caused the dif-
ference in the Riddle corpus. Cognitive processes
(Cogmech) is a category which increases in effect
size with the Nominees corpus. We see that the
overlap with female and male authors is large, but
that a small portion of male authors uses the words
in this category less often than other authors and
a small portion of the female authors uses it more
often than other authors.

While the category Body was found to have a
significant difference with the Riddle corpus, in
the KDE plot it looks remarkably similar, while
in the Nominees corpus, there is a difference not
in mean but in variance. It appears that on the
one hand, there are quite some male authors who

Riddle BoW char3grams support

female 83.7 80.8 196
male 82.1 79.9 191
avg / total 82.9 80.4 387

Nominees BoW char3grams support

female 63.2 57.9 24
male 77.4 74.2 26
avg / total 70.6 66.4 50

Table 2: Gender classification scores (F1) on the
Riddle corpus (above) and the Nominees corpus
(below).

use the words less often than female authors, and
on the other, there is a similar-sized group of
male authors who—and this counters stereotypi-
cal explanations—use the words more often than
female authors. The individual differences between
authors appear to be more salient than differences
between the means; contrary to what the means
indicate, Body apparently is a category and topic
worth looking into. This shows how careful one
must be in comparing means of groups within a cor-
pus, with respect to (author) gender or otherwise.

6 Machine Learning Experiments

In order to confirm the results in the previous sec-
tion, we now apply machine learning methods that
have proved most successful in previous work.
Since we want to compare the two corpora, we
opt for training and fitting the models on the Riddle
corpus, and applying those models to both corpora.

6.1 Predictive: Classification
We replicate the setup of Argamon et al. (2009),
which is to use frequencies of lemmas to train a
support vector classifier. We restrict the features
to the 60 % most common lemmas in the corpus
and transform their counts to relative frequencies
(i.e., a bag-of-words model; BoW). Because of the
robust results reported with character n-grams in
Sarawgi et al. (2011), we also run the experiment
with character trigrams, in this case without a re-
striction on the features. We train on the Riddle
corpus, and evaluate on both the the Riddle corpus
and the Nominees corpus; for the former we use
5-fold cross-validation to ensure an out-of-sample
evaluation. We leave out authors of unknown or
multiple genders, since this class is too small to
learn from.

See Table 2 for the results; Table 4 shows the
confusion matrix with the number of correct and in-
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female: toespraak,
speechNN,

engel,
angel,

energie,
energy,

champagne,
champagne,

gehoorzaam,
docile,

grendel,
lock,

drug,
drug,

tante,
aunt,

echtgenoot,
spouse,

vleug
tad

male: wee,
woe,

datzelfde,
same,

hollen,
run,

conversatie,
conversation,

plak,
slice,

kruimel,
crumble,

strijken,
ironVB,

gelijk,
right/just,

inpakken,
pack,

ondergaan
undergo

Table 3: A sample of 10 distinctive, mid-frequency features.

Riddle female male

female 170 26
male 40 151

Nominees female male

female 12 12
male 2 24

Table 4: Confusion matrices for the SVM results
with BoW. The diagonal indicates the number of
correctly classified texts. The rows show the true
labels, while the columns show the predictions.

correct classifications. As in the previous section, it
appears that gender differences are less pronounced
in the Nominees corpus, shown by the substantial
difference of almost 10 F1 percentage points. We
also see the effect of a different training and test cor-
pus: the classifier reveals a bias for attributing texts
to male authors with the Nominees corpus, shown
by the distribution of misclassifications in Table 4.
On the one hand, the success can be explained by
similarities of the corpora; on the other, the male
bias reveals that the model is also affected by par-
ticularities of the training corpus. Sarawgi et al.
(2011) show that with actual cross-domain classifi-
cation, performance drops more significantly.

A linear model3 is in principle straightforward
to interpret: features make either a positive or a
negative contribution to the final prediction. How-
ever, due to the fact that thousands of features are
involved, and words may be difficult to interpret
without context, looking at the features with the
highest weight may not give much insight; the tail
may be so long that the sign of the prediction still
flips multiple times after the contribution of the top
20 features has been taken into account.

Indeed, looking at the features with the high-
est weight does not show a clear picture: the top
20 consists mostly of pronouns and other function
words. We have tried to overcome this by filter-

3Other models such as decision trees are even more
amenable to interpretation. However, in the context of text
categorization, bag-of-word models with large numbers of
features work best, which do not work well in combination
with decision trees.
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Nominees, female
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t9: house
house wall old to-lie to-hang

t14: non-verbal communication
man few to-get time to-nod

t46: author: Kinsella/Wickham
mom suddenly just to-get to-feel

t44: looks & parties
woman glass dress nice to-look

t8: quotation/communication
madam grandma old to-tell to-hear

Nominees, male
Riddle, male
Nominees, female
Riddle, female

Figure 3: Comparison of mean topic weights w.r.t.
gender and corpus, showing largest (above) and
smallest (below) male-female differences.

ing out the most frequent words and sorting words
with the largest difference in the Nominees corpus
(which helps to focus on the differences that remain
in the corpus other than the one on which the model
has been trained). As an indication of the sort of
differences the classifier exploits, Table 3 shows a
selection of features; the results cannot be easily
aligned with stereotypes, and it remains difficult to
explain the success of the classifier from a small
sample as this. We now turn to a different model to
analyze the differences between the two corpora in
terms of gender.

6.2 Descriptive: Topic Model
We use a topic model of the Riddle corpus pre-
sented in Jautze et al. (2016) to infer topic weights
for both corpora. This model of 50 topics was
derived with Latent Dirichlet Allocation (LDA),
based on a lemmatized version of the Riddle cor-
pus without function words or punctuation, divided
into chunks of 1000 tokens. We compare the topic
weights with respect to gender by taking the mean
topic weights of the texts of each gender. From
the list of 50 topics we show the top 5 with both
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the largest and the smallest (absolute) difference
between the genders (with respect to the Nominees
corpus);4 see Figure 3. Note that the topic labels
were assigned by hand, and other interpretations of
the topic keys are possible.

The largest differences contain topics that con-
firm stereotypes: military (male) and settling down
(female). This is not unexpected: the choice to ex-
amine the largest differences ensures these are the
extreme ends of female-male differences.5 How-
ever, the topics that are most similar for the gen-
ders in the Nominees corpus contain stereotype-
confirming topics as well—i.e., they both score
similarly low on ‘looks and parties.’

Finally, the large difference on dialogue and col-
loquial language shows that speech representation
forms a fruitful hypothesis for explaining at least
part of the gender differences.

7 Discussion and Conclusion

Gender is not a self-explanatory variable. In this
paper, we have used fairly simple, commonly ap-
plied Natural Language Processing (NLP) tech-
niques to demonstrate how a seemingly ‘neutral’
corpus—one that consists of only one text-type,
fiction, and with a balanced number of male and
female authors—can easily be used to produce
stereotype-affirming results, while in fact (at least)
two other variables were not controlled for prop-
erly. Researchers need to be much more careful in
selecting their data and interpreting results when
performing NLP research into gender, to minimize
the ethical issues discussed.

From an ethics point of view, care should be
taken with NLP research into gender, due to the un-
avoidable ethical-theoretical issues we discussed:
(1) Preemptive categorization: dividing a dataset in
two preemptively invites essentialist or even stereo-
typing explanations; (2) The semblance of objec-
tivity: because a computer algorithm calculates
differences between genders, this lends a sense of
objectivity; we are inclined to forget that the re-
searcher has chosen to look or train for these two
categories of female and male.

4By comparing absolute differences in topic weights, rarer
topics with small but nevertheless consistent differences may
be overlooked; using relative differences would remove this
bias, but introduces the risk of giving too much weight to rarer
topics. We choose the former to focus on the more prominent
and representative topics.

5Note that the topics were derived from the Riddle corpus,
which contains romance and spy novels.

However, we do want to keep doing textual anal-
ysis into gender, as we argued we should, in order
to analyze gender bias in cultural production. The
good news is that we can take practical steps to
minimize their effect. We show that we can do
this by taking care to avoid two practical problems
that are intertwined with the two theoretical issues:
dataset bias and interpretation bias.

Dataset bias can be avoided by controlling for
more variables than is generally done. We argue
that apart from author variables (which we have
chosen not to focus on in this paper, but which
should be taken into account), text variables should
be applied more restrictively. Fiction, even, is too
broad as a genre; subgenres as specific as ‘literary
thriller’ can become confounding factors as well,
as we have shown in our set of Dutch bestsellers,
both in the experiments with LIWC as well as the
machine learning experiments.

Interpretation bias stems from considering fe-
male and male authors as groups that can be re-
lied upon and taken for granted. We have shown
with visualizations that statistically significant dif-
ferences between genders can be caused by out-
liers on each end of the spectrum, even though
the gender overlap is large on the one hand; and
that possibly interesting within-group differences
become confounded by solely using means over
gender groups on the other hand, missing differ-
ences that might be interesting. Taking these extra
visualization steps makes for a better basis for anal-
ysis that does right by authors, no matter of which
gender they are.

This work has focused on standard explanatory
and predictive text analysis tools. Recent devel-
opments with more advanced techniques, in par-
ticular word embeddings, appear to allow gender
prejudice in word associations to be isolated, and
even eliminated (Schmidt, 2015; Bolukbasi et al.,
2016; Caliskan-Islam et al., 2016); applying these
methods to literature is an interesting avenue for
future work.

The code and results for this paper are avail-
able as a notebook at https://github.com/
andreasvc/ethnlpgender
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Abstract

We present results on a quantitative analy-
sis of publications in the NLP domain on
collecting, publishing and availability of
research data. We find that a wide range of
publications rely on data crawled from the
web, but few give details on how poten-
tially sensitive data was treated. Addition-
ally, we find that while links to repositories
of data are given, they often do not work
even a short time after publication. We put
together several suggestions on how to im-
prove this situation based on publications
from the NLP domain, but also other re-
search areas.

1 Introduction

The Natural Language Processing (NLP) commu-
nity makes extensive use of resources available on
the internet. And as research in NLP attracts more
attention by the general public, we have to make
sure, our results are solid and reliable, similar to
medicine and pharmacy. In the case of medicine,
the general public is often too optimistic. In NLP
this over-optimism can have a negative impact,
such as in articles on automatic speech recogni-
tion1 or personality profiling2. Few point out, that
the algorithms are not perfect and do not solve all
the problems, as on terrorism prevention3 or senti-
ment analysis4.

1https://theintercept.com/2015/05/
05/nsa-speech-recognition-snowden-
searchable-text/

2http://www.digitaltonto.com/2013/the-
dark-side-of-technology/

3http://www.telegraph.co.uk/news/
uknews/terrorism-in-the-uk/11431757/
Algorithms-and-computers-wont-stop-
terrorism.html

4http://www.nytimes.com/2009/08/24/
technology/internet/24emotion.html?_r=1

Therefore, important questions are, what hap-
pens to the data and how reliable are results ob-
tained through them.

We present a quantitative analysis of how of-
ten data is being collected, how data is published,
and what data types are being collected. Taken to-
gether it gives insight into issues arising from col-
lecting data and from distributing it via channels,
that do not allow for reproducing results, even af-
ter a comparably short period of time. Based on
this, we open a discussion about best practices on
data collection, storage and distribution in order
to ensure high-quality research, that is solid and
reproducable. But also to make sure, users of,
i.e., social media channels are treated according
to general standards concerning sensitive data.

2 Related Work

In the following we give a broad overview on re-
usability of published code and data sets, but also
on results of actual reproducibility studies and pri-
vacy issues from various domains.

General Guidelines “One goal of scientific
publication is to share results in enough detail to
allow other research teams to reproduce them and
to build on them” (Iorns, 2012). But even in med-
ical or pharmaceutical research failure to replicate
results can be as high as 89% (Iorns, 2012). Jour-
nals such as Nature5 and PLOS6 require their au-
thors to make relevant code available to editors
and reviewers. If code cannot be shared, the editor
can decline a paper from publication.5 Addition-
ally, they list a range of repositories that are “rec-
ognized and trusted within their respective com-
munities” and meet accepted criteria as “trustwor-

5http://www.nature.com/authors/
policies/availability.html

6http://journals.plos.org/plosone/s/
data-availability
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thy digital repositories” for storing data6. This en-
ables authors to follow best practices in their fields
for the preparation, recording and storing of data.

Study on re-usability of Code Collberg et al.
(2015) did an extensive study into the release and
usability of code in the domain of computer sci-
ence. The authors categorized published code into
three categories: Projects that were obtained and
built in less than 30 minutes, projects that were
successfully built in more than 30 minutes and
projects where the authors had to rely on the state-
ment of the author of the published code.

Additionally, they carried out a user study, to
look into reasons why code was not shared. Rea-
sons were (among others), that the code will be
available soon, that the programmer left or that the
authors do not intend to release the code at all.

Their study also presents reasons why code or
support is unavailable. They found that prob-
lems in building code were (among others) based
on “files missing from the distribution” and “in-
complete documentation”. The authors also list
lessons learned from their experiment, formulated
as advice to the community such as: plan to re-
lease the code, plan for students to leave, create
project websites and plan for longevity.

Finally, the authors present a list of suggestions
to improve sharing of research artifacts, among
others on how to give details about the sharing in
the publications, beyond using public repositories
and coding conventions.

Re-using Data Some of the findings by Coll-
berg et al. (2015) apply to data as well. Data
has to be “independently understandable”, which
means, that it is not necessary to consult the orig-
inal provider (Peer et al., 2014). A researcher has
the responsibility to publish data, code and rele-
vant material (Hovy and Spruit, 2016). Addition-
ally, Peer (2014) argued, that a data review process
as carried out by data archives such as ICSPR7 or
ISPS8 is feasible.

Milšutka et al. (2016) propose to store URLs as
persistent identifiers to allow for future references
and support long-term availability.

Francopoulo et al. (2016) looked at NLP publi-
cations and NLP resources and carried out a quan-
titative study into resource re-usage. The authors

7http://www.icpsr.umich.edu/icpsrweb/
index.jsp

8http://isps.yale.edu/research/data

suggest a resource innovation impact factor to en-
courage the publication of data and resources.

Gratta et al. (2016) studied the types of re-
sources published during the previous three LREC
conferences. They found that more than half
(58%) of the resources were corpora. They visu-
alized collaborations between researchers on spe-
cific resources and pointed out issues concerning
the meta-data provided by data publishers.

Replication Studies in NLP Experiments in re-
producing results in the NLP domain such as
(Fokkens et al., 2013) are still quite rare. One rea-
son might be, that when undertaking such projects,
“sometimes conflicting results are obtained by re-
peating a study” (Jones, 2009). Fokkens et al.
(2013) found, that their experiments were diffi-
cult to carry out and to obtain meaningful results.
The 4Realworkshop focused on the “the topic of
the reproducibility of research results and the cita-
tion of resources, and its impact on research in-
tegrity”9. Their call for papers9 asked for submis-
sions of “actual replication exercises of previous
published results” (see also (Branco et al., 2016)).
Results from this workshop found that reproduc-
ing experiments can give additional insights, and
can therefore be beneficial for the researchers as
well as for the community (Cohen et al., 2016).

Data Privacy and Ethics Another important as-
pect is data privacy. An overview on how to deal
with data taken from, for example, social me-
dia channels can be found in (Diesner and Chin,
2016). The authors raise various issues regard-
ing the usage of data crawled from the web. As
data obtained through these channels is, strictly
speaking, restricted in terms of redistribution, re-
producibility is a problem.

Wu et al. (2016) present work on develop-
ing and implementing principles for creating re-
sources based on patient data in the medical do-
main and working with this data.

Bleicken et al. (2016) report efforts on
anonymization of video data from sign language.
The authors developed a semi-automatic proce-
dure to black relevant parts of the video, where
named entities are mentioned.

Fort and Couillault (2016) report on a survey
on the awareness and care NLP researchers show
towards ethical issues. The authors scope also
considered working conditions for crowd workers.

9http://4real.di.fc.ul.pt/
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Their results indicate that the majority (84%) con-
sider licensing and distribution of language data
during their work. Over three-quarters of the par-
ticipants (77%) think that “ethics should be part of
the subjects for the call for papers”.

3 Research Questions

In the course of this work, we looked at various
aspects of experimental work:

Collection NLP researchers collect data, often
without informing the persons or entities who pro-
duced this data. These data sets are analyzed, con-
clusions are drawn about how people write, be-
have, etc. and others make use of these findings
in other contexts. This gave raise to the questions:

• Has data been collected?
• If the data contains potentially sensitive data,

which post-processing steps have been taken
(i.e. anonymization)?

• Was the resulting data published?
• Is there enough information/is it possible to

obtain the data?

Replicability/Reproducibility Often data on
which these studies are based, is not published or
not available anymore. This can be due to vari-
ous reasons10. Among those are, that webpages or
e-mail addresses are no longer functional after a
researcher left a specific research institute, after a
webpage re-design some data has not been moved
to the new page, and copyright or data privacy is-
sues could not be resolved.

This gives rise to issues, such as reproducibil-
ity of research results. Original results from these
studies are published and later referred to, but they
cannot be verified on the original data. In some
cases, data is being re-used and extended. But of-
ten only specific parts of the original data is used.
Details on how to reproduce the changed data set
(e.g. code/scripts used to obtain the subset) are not
published and descriptions about the procedure are
insufficient. This is extends the questions:

• Was previously published data used in a dif-
ferent way and/or extended?

These questions target at how easy it would be
to follow-up by reproducing published results and

10This is based on personal experience and therefore not
quantified.

extending the work. Our results give an indication
on the availability of research data.

Specific to data taken for example from social
media channels is another, additional aspect:

Personal Data Researchers present and publish
their data and results of their research on confer-
ences and workshops, often using examples taken
from the actual data. And of course, they aim to
look for examples that are entertaining, especially
during a presentation. But we also observed that
names are being used. Not just fairly common
names, but real names or aliases used on social
media. Which renders this person identifiable as
defined by the data protection act below.

Therefore, we added the questions:

• Did the data contain sensitive data?
• Was the data anonymized?

These questions look at how researchers deal
with potentially sensitive data. The results indicate
how serious they take their responsibility towards
their research subjects, which are either voluntar-
ily or involuntarily taking part in a study.

What constitutes sensitive data? Related to the
above presented questions, we had to define what
sensitive data is. In a leaflet from the MIT In-
formation Services and Technology sensitive data
includes information about “ethnicity, race, po-
litical or religious views, memberships, physical
or mental health, personal life (. . .) information
on a person as consumer, client, employee, pa-
tient, student”. It also includes contact informa-
tion, ID, birth date, parents names, etc. (Services
and Technology, 2009). The UK data protecton act
contains a similar list.11 The European Commis-
sion (Schaar, 2007) formulates personal and there-
fore sensitive data as “any information relating to
an identified or identifiable natural person”. And
even anonymizing data does not solve all issues
here, as “(. . .) information may be presented as
aggregated data, the original sample is not suffi-
ciently large and other pieces of information may
enable the indentification of individuals”.

Based on these definitions, we counted towards
the sensitive data aspect everything that users
themselves report (“user generated web content”
(Diesner and Chin, 2016)), but also what is be-
ing reported about them, e.g. data gathered from

11https://ico.org.uk/for-organisations/
guide-to-data-protection/key-
definitions/
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Venue # papers # data published Ratio
NAACL 182 57 31.3%

ACL 231 63 27.3%
EMLNP 264 81 30.7%
Coling 337 89 26.4%
LREC 744 414 55.6%
total 1758 704 40.0%

Table 1: Results of papers reporting the usage and
the publication of data.

equiment such as mobile phones which allows to
identify a specific person.

4 Quantitative Analysis

Our quantitative analysis was carried out on pub-
lications from NAACL (Knight et al., 2016), ACL
(Erk and Smith, 2016), EMNLP (Su et al., 2016),
LREC (Calzolari et al., 2016) and Coling (Mat-
sumoto and Prasad, 2016) from 2016. This re-
sulted in a data set of 1758 publications, which
includes long papers for ACL, long and short pa-
pers for NAACL, technical papers for Coling and
full proceedings for EMNLP and LREC, but no
workshop publications.

Procedure All publications were manually
checked by the author. Creating an automatic
method proved to be infeasible, as the descriptions
on whether or not data was collected, whether it
is provided to the research community, through
which channel etc. is too heterogeneous across
the publications. We checked the abstracts for
pointers on the specific work and looked at the
respective sections on procedure, data collection
and looked for mentions of publication plans,
link or availablility of the data. This information
was collected and stored in a table for later eval-
uation. This analysis could have been extended
by contacting the data set authors and looking at
the content of the data sets. While this definitely
would be a worthwhile study, this would have
gone beyond the scope of the current paper, as
it would have meant to contact at least over 700
authors individually. Additionally, this project
was intended to raise the awareness on how data
is being collected and published.

Reproducibility of Results Of the 1758 pub-
lications 704 reported to have collected or ex-
tended/changed existing data12 (approx. 40%).

12Publications used more than one data set, therefore, sums
can be more than 100%.

Table 1 shows the results with respect to the
number of publications and the number of papers
reporting data usage and/or extension. LREC saw
the highest number of published papers containing
collected and/or published data.

Table 2 gives details about the availability of the
data sets used. 468 of the 704 publications (58%)
report a link where the data can be downloaded.
Another 35% report no link at all and below 1%
mention that the data is proprietary and cannot be
published. Out of the links given, 18% do not
work at all. This includes cases where the men-
tioned page did not exist (anymore) or where it is
inaccessible. Most cases where links did not work
(15.7%) were due to incomplete or not working
links to personal webpages at the respective re-
search institutions. Therefore, we looked in more
detail at the hosting methods for publishing data.
We found that only about 20.7% were published
on public hosting services such as github13 or
bitbucket14. While these services are targeted
towards code and might not be appropriate for
data collections, they are at least independent of
personal or research institute webpages. LREC
publications also mention hosting services such as
metashare15, the LRE Map16 or that data will be
provided through LDC17 or ELRA18 (8.9%).

Category Percentage
Link available 65.2%
Link does not work 15.7%
No Link 31.4%
On Request 1.8%
Proprietary data < 1%

Table 2: Detailed numbers on available and work-
ing links

Responsibility towards Research Subjects
Out of 704 publications about 32.8% collected
or used data from social media or otherwise
sensitive data as outlined in Section 3 above. Only
about 3.5% of these report the anonymization of
the data. In some cases it was obvious that no
anonymization has been carried out, as the discus-
sion of the data and results mentions user names
or aliases, which makes the person identifiable.
The remaining publications do not mention how

13https://github.com/
14https://bitbucket.org/product
15http://www.meta-share.eu/
16http://www.resourcebook.eu/
17https://www.ldc.upenn.edu/
18http://catalog.elra.info/
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the data was treated or processed. It is possible,
that most of them anonymized their data, but it
is not clearly stated. Other data collected was
generally written data such as news (37%), spoken
data (11%) and annotations (27%).

In LREC a considerable amount of data from
the medical domain, recordings of elderly, patho-
logical voices and data from proficiency observa-
tions, such as children or foreign language learner
was reported (7%). But in only 10% of the cases
anonymization was reported or became obvious
through the webpage or published pictures.

5 Suggestions for future direction

From the above presented analysis, we raise sev-
eral discussion points, which the NLP community
should address together. The following is meant as
a starting point to flesh out a code of conduct and
potential future activities to improve the situation.

Data Collection and Usage This addresses is-
sues such as how to collect data, how to pre-
/post-process data (i.e. anonymization) and recom-
mendations for available tools supporting these.
Additionally, guidelines on how to present data
in publications and presentations should enforce
anonymization. This could be supported by al-
lowing one additional page for submitted pa-
pers, where details on collections, procedures and
treatement are given. A checklist both for authors
and reviewers should contain at least:

• Has data been collected?
• How was this data collected and processed?
• Was previously available data used/extended

– which one?
• Is a link or a contact given?
• Where does it point (private page, research

institute, official repository)?

For journals the availability and usability of data
(and potentially code) should be mandatory, simi-
lar to Nature and PLOS (see Section 2).

Data Distribution This addresses issues on how
data should be distributed to the community, re-
specting data privacy issues as well. We should
define standards for publications that are not tied
to a specific lab or even the personal website of
a researcher, similar to recommended repositories
for Nature or PLOS (see Section 2), but rather pro-
vide means and guidelines to gather, work with
and publish data. On publication, a defined set

of meta data should be provided. These should
also include information on methods and tools,
which have been used to process the data. This
simplifies the reproduction of experiments and re-
sults.19 All of this could be collected in a reposi-
tory, where code and data is stored. Various efforts
in this direction already exist, such as LRE Map20

or the ACL Data and Code Repository21. The
ACL Repository currently lists only 9 resources
from 2008 to 2011. The LRE Map contains over
2,000 corpora, but the newest dates from LREC
2014. So the data that was analyzed here, has not
been provided there.

Adding a reproducibility section to conferences
and journals in the NLP domain would support the
validation of previously presented results. Stud-
ies verified by independent researchers could be
raised in the awareness and given appropriate
credit to both original researchers and the verifi-
cation. This could be tied together with extending,
encouraging, enforcing the usage of data reposito-
ries such as the ACL Repository or the LRE Map
and find common interfaces between the various
efforts. On the long term, virtual research envi-
ronments would allow for working with sensitive
data without distributing it, which would foster the
collaboration across research labs.

6 Future Work

Future work includes extending this preliminary
study in two directions: earlier publications and
how usable are published data sets. Are various
high-profile studies actually replicable and what
can we learn from the results?

Additionally, the suggestions sketched in the
previous section have to be fleshed out and put to
action in a continious revision process.
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Abstract

Natural Language Processing (NLP) sys-
tems analyze and/or generate human lan-
guage, typically on users’ behalf. One
natural and necessary question that needs
to be addressed in this context, both in
research projects and in production set-
tings, is the question how ethical the work
is, both regarding the process and its out-
come.
Towards this end, we articulate a set of
issues, propose a set of best practices,
notably a process featuring an ethics re-
view board, and sketch how they could
be meaningfully applied. Our main argu-
ment is that ethical outcomes ought to be
achieved by design, i.e. by following a pro-
cess aligned by ethical values. We also of-
fer some response options for those facing
ethics issues.
While a number of previous works ex-
ist that discuss ethical issues, in particular
around big data and machine learning, to
the authors’ knowledge this is the first ac-
count of NLP and ethics from the perspec-
tive of a principled process.

1 Introduction

Ethics, the part of practical philosophy concerned
with all things normative (moral philosophy, an-
swering the fundamental question of how to live
one’s life) permeates all aspects of human ac-
tion. Applying it to Natural language Process-
ing (NLP), we can ask the following core ques-
tions: 1. What ethical concerns exist in the realm
of NLP? 2. How should these ethical issues be
addressed? At the time of writing, automation
using machine learning is making great practical
progress, and this includes NLP tasks, but is by

no means limited to it. As more areas in life are
affected by these new technologies, the practical
need for clarification of ethical implications in-
creases; in other words, we have reached the level
where the topic is no longer purely academic: we
need to have solutions for what a driverless car
should morally do in situations that can be de-
scribed as ethical dilemmas, and in language and
speech-enabled system ethical questions also arise
(see below). Governments and NGOs are also try-
ing to come to grips with what machine learning,
which NLP also relies on, means for policy mak-
ing (Armstrong, 2015).

In this paper, a more principled way to deal
with ethical questions in NLP projects is proposed,
which is inspired by previous work on the more
narrowly confined space of privacy, which we at-
tempt to generalize. In doing so, we want to make
sure that common pitfalls such as compartmen-
talization (i.e., considering one area in isolation
and solving problems in a way that creates prob-
lems elsewhere), do not hinder the pursuit of eth-
ical NLP research and development, and we shall
present some possible response options for those
facing non-ethical situations to stimulate discus-
sion.

Paper Plan. The rest of this paper is structured
as follows: Sec. 2 introduces the concept of “ethi-
cal by design”. After reviewing some related work
in Sec. 3, Sec. 4 reviews ethics issues in NLP.
Sec. 5 introduces a proposed process model and
some possible responses for those facing ethics
dilemmas. Sec. 6 discusses the shortcomings, and
Sec. 7 summarizes and concludes this paper.

2 Ethical by Design

Ann Cavoukian (2009), a Canadian privacy and in-
formation officer, has devised a set of seven prin-
ciples for privacy by design, a sub-set of which
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we can generalize—so that they apply to gen-
eral ethics standards instead of the single issue of
privacy—as follows.

1. Proactive not reactive: by planning to do
things in an ethical way we avoid having
to react remedially to non-ethical situations
more often than without a planning approach;

2. Ethical as the default setting: by making a
commitment to pursuing originally ethical
paths, we create alignment within orga-
nizations towards a more streamlined set
of options that comply with common values;1

3. Ethics embedded into the process: a process
firmly inclusive of ethics at all stages and
levels is less likely to create accidental harm;

4. End-to-end ethics: ethics cannot be confined
to a stage; it must be an all-encompassing
property of a process from basic research
over product design to dissemination or de-
livery, i.e. the full life-cycle of a technology;

5. Visibility and transparency: a process that is
published can be scrutinized, criticized and
ultimately improved by a caring community;

6. Respect for user values: whatever values
a research institute, university or company
may hold is one thing, being user-centric
means to also consider the values of the user
(of a component, product) and the subjects
that take part in experiments (ratings, data
annotations).

How could such principles be applied to NLP, con-
cretely? We ought to make some practical pro-
posals how to proceed e.g. in a research project or
when developing a product to avoid ethical issues.
To this end, we will now look at some potential is-
sues, review best practices that are available, and
then put it all together in the form of a process rec-
ommendation and possible responses for dealing
with ethical issues as they arise.

3 Related Work

Prior work on the topics of ethics in NLP can be
grouped into three categories. First, there is the
general body of literature covering applied ethics
and moral philosophy. Second, within computer
science, there are discussions around big data,

1There is a catch, namely different people may agree to
slightly different ethical premises, or they may draw different
conclusions from the same premises.

data mining and machine learning and their eth-
ical implications, often focused on privacy and
bias/discrimination. Few if any of these works
have mentioned issues specific to language pro-
cessing, but a lot of the unspecific issues also do
apply to NLP.2 Third, there is a body of works
on professional ethics, often talked about in the
context of curriculum design for computer science
teaching (didactics of computing), governance and
professional conduct and legal/ethical aspects of
computing (computing as a profession, continued
professional development).

Moral Philosophy & Ethics. We cannot even
aspire to give a survey of centuries of moral phi-
losophy in a few sentences; instead, we briefly
sketch three exemplary schools of moral philos-
ophy to represent the fact that there is no sin-
gle school of thought that settles all moral ques-
tions.3 Aristotle’s “Nicomachean Ethics” (Aristo-
tle, 1925; Aristotle, 1934)4, Utilitarianism (Mill,
1879) and Kant’s (1785) categorical imperative
are just three examples of philosophical frame-
works that can be used as a frame of reference
to study ethics, including the ethics of NLP and
its applications. Aristotle based his system on
happiness (Greek ευδαιμονὶα) as the highest at-
tainable and ultimate goal for humans, and takes
a consensus-informed view starting with those
moral principles that people with “good upbring-
ing” agree on. Kant’s categorical imperative posits
a decision criterion to decide whether an action
is moral or not, namely whether we would want
to lift up our behaviour so that it may become a
law of nature. Utilitarianism suggests to maximise
happiness for the largest number of people, which
implies a quantification- and outcome-oriented as-
pect; however, it also contains a severe flaw: it can
be used to justify unethical behavior towards mi-
norities as long as a majority benefits.

Information & Big Data Ethics. There is a
body of work within philosophy on information
ethics (Allen et al., 2005; Bynum, 2008); big data
has created its own challenges, which are begin-

2An edited collection on ethics and related topics in the
context of artificial companions exists (Wilks, 2010), but as
Masthoff (2011) points out NLP does not feature in it.

3For general background reading in ethics and moral phi-
losophy, see Gensler (2011). For computing-related ethics
background there already exist many suitable entries to the
literature (Brey et al., 2009; Quinn, 2016; Stahl et al., 2016;
Bynum, 2008; Bynum and Rogerson, 2004; Cary et al.,
2003).

4named after its dedication to Nicomachus, likely either
Artistotle’s father or son
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ning to be discussed. Pasquale (2015) provides
a thorough analysis of the societal impact of data
collection, user profiling, data vendors and buy-
ers, and application algorithms and the associated
issues; it contains numerous real case examples.
However, the exposition does not appear to in-
clude examples likely to rely on NLP. Supervised
learning, clustering, data mining and recommen-
dation methods can account for the vast majority
of examples (collaborative filtering, Apriori algo-
rithm), which raises the questions of whether there
will be a second wave of more sophisticated profil-
ing attempts relying on NLP and neural networks.

Machine Learning & Bias. Since 2014, the
Fairness, Accountability, and Transparency in Ma-
chine Learning (FATML, 2014) workshop series
(originally organized by S. Barocas and M. Hardt
at NIPS) have been concerned with technical so-
lutions associated with a lack of accountabil-
ity, transparency and fairness in machine learning
models.

NLP Application Ethics. Thieltges, Schmidt
and Hegelich (2016) discuss NLP chat-bots; in
particular, they focus on the dilemma they call
“devil’s triangle”, a tension between transparency,
accuracy and robustness of any proposed auto-
matic chat-bot detection classifier. Software that
interacts with humans and/or acts on humans’ be-
half, such as robot control code or chat-bots will
need to contain embodied decisions to ensure that
the software acts as if it was a moral agent, in
other words we would expect the software to act
in a way such that a human acting in the same
way would be considered morally acting (Allen et
al., 2005). Most recently, Hovy and Spruit (2016)
provided a broad account and thought-provoking
call for investigation to the NLP community to
explore their impact on society. To give an ex-
ample of an unethical or at least highly ques-
tionable application, Mengelkamp, Rohmann and
Schumann (2016) survey (but do not advocate)
practices of credit rating agencies’ use of social
(user-generated) content, mostly unknown and un-
approved by the creators of that data. Fairfield
and Shtein (2014) analyze ethics from a journal-
ism point of view, which bears some similarity
with the perspective of automatic NLP, as jour-
nalists also scrutinize textual sources and produce
text, albeit not algorithmically.

NLP Methodology Ethics. Fort, Adda and Co-
hen (2011) provide an early account of the ethi-

cal implications of crowdsourcing, the program-
controlled automation of work conducted by
anonymous human subjects.

Professional Ethics. Professional ethics is the
integration of codification into education and con-
tinuous professional development, and the com-
puting profession developed the ACM Code of
Ethics and Professional Conduct (1992), which
communicates a detailed set of 22 values; how-
ever, the compliance with them has been made
voluntary, there are no negative consequences to
people not adhering to them; further more, insuf-
ficient detail is given with regards to where moral
boundaries are on specific issues, or how they may
be obtained. The current code, then, falls short
of an “algorithm how to be a good professional”,
if that can even exist. More recently (ACM,
2017), 7 principles were postulated to promote
the transparency and accountability of algorithms:
1. Awareness; 2. Access and redress; 3. Ac-
countability; 4. Explanation; 5. Data Provenance;
6. Auditability; and 7. Validation and Testing.
The Association of Internet Researchers has pub-
lished ethics guidelines (Markham and Buchanan,
2012), which have seen some adoption.5 Per-
haps the most interesting empirical finding to date
is a survey by Fort and Couillault (2016), who
posed ethics-related questions to French and inter-
national audiences, respectively, in two polls. For
example, over 40% of respondents said they have
refused to work on a project on ethical grounds.

This work draws heavily on Cavoukian (2009)’s
proposal but goes beyond in that we propose a
process model that makes intentional and non-
intentional violations harder to go unnoticed.
Our process is also informed by the holis-
tic “Resources-Product-Target” (RPT) model of
Floridi (2013). As he points out (Floridi, 2013,
p. 20), many models focus rather narrowly on a
“ethics of information resources”, “ethics of in-
formation products” or “ethics of the informa-
tional environment” view (which he calls mi-
croethical). His counter-proposal, the RPT model
(Figure 1), in contrast, is a macro-ethical approach
that tries to avoid dilemmas and counterproductive
effects by taking too narrow a view: RPT stands
for “Resources-Product-Target”, because Floridi’s
model considers the life cycle of producing an in-
formation product (output) from and information

5e.g. by the journal PeerJ. See also AoIR (2017 to appear)
for an upcoming event on ethics in Internet research.
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Figure 1: The Holistic Resources-Product-Target
(RPT) Model after Floridi (2013).

resource (input), during which an effect on the en-
vironment (infosphere) is created (target). By con-
sidering the environment as well, compartmental-
ization, i.e. behaving ethically in a narrowly con-
fined realm but not overall, can be avoided.6 In-
formation ethics within NLP is nascent, however
there is a lot of general work that can be borrowed
from, going back as far as early computer science
itself (Wiener, 1954).

4 Ethical Issues in NLP

While the related work in the previous sections re-
viewed work on ethics including but not limited
to ethics and NLP, in this section, we discuss the
types of ethical issues that we are aware, and give
some examples from the NLP literature. We will
link each type to one or more parts of Floridi’s
model. An interesting question is what specif-
ically is different in NLP with respect to ethics
compared to other data-related topics or ethics in
general. This question can be split into two parts:
first, since it pertains to human language process-
ing, and human language touches many parts of
life, these areas also have an ethics dimension.
For example, languages define linguistic commu-
nities, so inclusion and bias become relevant top-
ics. Second, NLP is about processing by machine.
This means that automation (and its impact on
work) and errors (and their impact, whether inten-
tional or not) become ethical topics. Furthermore,
if NLP systems are used as (information) access
mechanism, accessibility is another concern (in-
clusion of language-impaired users).

6A famous example of compartmentalization is the cruel
dictator that is loving to his children at home. In an NLP
context, an example could be a friendly and caring scientist
that unwittingly abuses workers using a crowdsourcing API,
because he needs gold data and has a small budget.

Unethical NLP Applications (pertains to P for
Product in Floridi’s RPT model). The earliest eth-
ical issue involving NLP that the authors could
find during the research for this paper surrounds
the UNIX spell(1) command. Spell is a spell-
checker: it prints out words not found in a lexicon
so they can be corrected. However, in the course
of its invocation, McIllroy’s 1978 version (un-
like Johnson’s original implementation) emailed
words that are not found in its lexicon to its im-
plementer to support lexicon improvements (Bent-
ley, 1986, p. 144); while this is technically com-
mendable (perhaps even one of the earliest exam-
ples of log-file analysis), from a privacy point of
view the author of a document may disapprove
of this.7 Youyou, Kosinski and Stillwell (2015)
show that automated psychometrics—they use so-
cial media “like”s—now rivals human determina-
tion of personality traits; one interesting moral as-
pect is that when subjects wrote a piece of text
they were likely not aware that in the future this
may be possible, in the same way that many people
who uploaded their photos online were not aware
that one day face recognition at scale would reach
maturity, which has now happened. In a simi-
lar spirit, Kosinski, Stillwell and Graepel (2013)
demonstrate that other private personal traits and
attributes can be computed from a user’s data, in-
cluding from their network of personal relation-
ships. Thieltges, Schmidt and Hegelich (2016)
describe another issue, namely that of chat-bots,
which may act in a political way, such as steer-
ing or influencing a discussion or, worse, com-
pletely destroying meaningful human discourse
by injecting noise: on Twitter, chat-bots made
real conversation impossible for the topic chan-
nel #YaMeCance dedicated to reducing violence
and corruption in Mexico, and real-life human ac-
tivists were reportedly followed and threatened. It
seems prudent that any bot self-identify as an au-
tomated entity, and from an ethical—if not legal—
point of view, a respectful, low-traffic interaction
is warranted. NLP developers should not partic-
ipate in such efforts, not let themselves be instru-
mentalized by state actors or commercial interests,
should withdraw from dubious projects, and pub-

7The authors of this paper do not know if all users of
spell(1) were privy to this feature (we have not received a
response from Prof. McIllroy to an email request for clari-
fication while this paper was under review). In any case, it
should be clear that the works cited here are listed to ignite
the ethics discussion, not to criticize individual works or au-
thors, whose work we greatly respect.
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licize and disclose immoral practices.8 In con-
trast, research into the automatic detection of such
bots seems ethical, to increase transparency and
reduce manipulation in a society, and this may re-
quire manipulative bots to be developed for test
purposes; however, they should not be deployed,
but be kept in sandboxed environments or just be
implemented as simulations. Hovy and

Spruit (2016) point out the dual nature of some
work: like a knife can be used to cut bread or to
harm others, NLP may “have dual” use potential.
There are two possible responses: either object if
the non-ethical use is clearly involved in a project
or product. Or alternatively, act conservatively and
avoid obvious dual-use technologies entirely in fa-
vor of ethical-only use technologies (e.g. work on
health-care applications instead of command-and-
control software). Building an NLP application,
like any other human activity that is a means to
an end, can have an ethical end or not. For exam-
ple, an NLP application could be an instance of an
unethical application if its purpose is not consis-
tent with ethical norms. If one adopts cherishing
human life as an absolute moral value, developing
a smart weapon using voice control would be an
example of an application that is ethically wrong.

Davis and Patterson (2012) list identity, privacy,
ownership and reputation as the four core areas of
big data ethics. What is the range of potential eth-
ical issues in NLP in specific? This paper cannot
provide an exhaustive list, but we will try to give a
nucleus list that serves to illustrate the breadth of
topics that can be affected.

Privacy (pertains to T for target in Floridi’s
RPT model). Collecting linguistic data may lead
to ethical questions around privacy9: Corpora
such as the British National Corpus, the Collins
COBUILD corpus or the Penn Treebank contain
names of individuals and often substantial per-
sonal information about them; e-mail corpora to
study the language of email (Klimt and Yang,
2004), or corpora of suicide notes and other sen-

8One reviewer has called our call for non-participation in
un-ethical work “naı̈ve”; however, we believe individuals can
effect positive change through their personal choices, and es-
pecially in sought-after professions no-one has an excuse that
they had to feed their family (or whatever justification one
may bring forth). Also, by buying from and working for,
more ethical companies, a pull towards increasing ethical be-
havior overall may be generated.

9Privacy as a concept is discussed in Westin (1967); See
the recent seminal literature on big data privacy (Lane et al.,
2014; Zimmer, 2010) for more in-depth discussions of data
and privacy.

sitive psychiatric material (Pestian et al., 2012;
Brew, 2016) constructed to study causes for ter-
minating one’s life are much more private still.
Is the ability to construct a classifier that detects
how “serious” a suicide note should be taken a
good thing? It may prevent harm by directing
scarce health resources in better ways, but does
that justify the privacy invasion of anyone’s per-
sonal good-byes, without their consent? Althoff,
Clark and Leskovec (2016) describe an analy-
sis of counseling conversations using NLP meth-
ods; here, perhaps because the patients are still
alive, even stronger privacy protection is indi-
cated. Another privacy-related issue is excessive
government surveillance, which can lead to self-
censoring and ultimately undermine democracy
(Penney, 2016).

Fairness, Bias & Discrimination (pertains to
T for target in Floridi’s RPT model). Picture a
spoken dialog system that is easy to use for a
young male financial professional user with a Lon-
don English pronunciation, but that may barely
work for an elderly lady from Uddingston (near
Glasgow, Scotland). As automated information
systems are becoming more pervasive, they may
eventually substitute human information kiosks
for cost reasons, and then out-of-sample user
groups could be excluded and left behind without
an alternative. The internal functioning of NLP
systems can raise questions of transparency & ac-
countability: what if a parser does not work for
particular types of inputs, and the developer does
not communicate this aspect to an application de-
veloper, who wants to build a medical application
that uses it. It is responsible behavior to disclose
limitations of a system to its users, and NLP sys-
tems are no exception. In the context of machine
learning, governments have started looking into
the impact of ML on society, the need for policy
guidance and regulation (Armstrong, 2015).

Abstraction & Compartmentalization (per-
tains to all parts of Floridi’s RPT model). As men-
tioned earlier, Floridi’s (2013) model was explic-
itly designed to overcome an overly narrow fo-
cus only on the input or project output. Abstract-
ing over humans happens in crowdsourcing (see
above) when work is farmed out to an API, which
has individual humans behind it, but this fact can
be all to easily ignored by the API’s caller. If
abstraction can lead to ethical ignorance in one
dimension, compartmentalization can lead to the
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same in another. For example, an information ex-
traction system that gets build without looking at
the political context in which it is likely deployed
may lead to unethical actions by a team of other-
wise morality-oriented researchers.

Complexity (pertains to T as in target in
Floridi’s RPT model). Today’s big data sys-
tems are cloud-based pipelines of interconnected
data feeds and “black box” processes (Pasquale,
2015) combining and transforming a multitude of
sources each, and these transcend individual orga-
nizational boundaries. This means that an organi-
zation offering e.g. an NLP API ceases control of
how it may be used externally; this creates com-
plex, hard-to-understand macro-ecosystems.

Un-ethical Research Methods (pertains to R
as in Resource and T as in target in RPT). Doing
research itself can be done in more or less eth-
ical ways, so the discussion should not be lim-
ited to the outcome. An example for applying
wrong standards could be setting up a psycholin-
guistic experiment about language acquisition of
children in a kindergarden without briefing and
getting the consent of their parents. Doing the
research itself may involve hiring helpers, who
should not be kept in unethical work conditions;
crowdsourcing has been criticized to be a form
of slavery, for instance (Fort et al., 2011). Re-
cently, crowdsourcing has become a common el-
ement of the NLP toolbox to create gold data or
to carry out cost-effective evaluations. Crowd-
sourcing is now ubiquitous, even indispensable
for researchers in HCI, cognitive science, psycho-
linguistics and NLP. And it poses not just tax
compliance issues (who issues tax returns for my
workers that I do not know?), but also the fact
that the mutual anonymity leads to a loose, non-
committal relationship between researchers and
crowd workers that stand against pride in the of
quality of work output or a moral sense duty of
care for workers.

Automation (pertains to R as in Resource and T
as in target in RPT). Finally, it could be questioned
whether NLP in general is unethical per se, based
on it being an instance of automation: any activity
that leads to, or contributes to, the loss of jobs that
people use to generate their own existential sup-
port: The argument that automation destroys jobs
is old (Ford, 2015; Susskind and Susskind, 2015),
and traditionally, two counterarguments have been
presented. Some claim automation relieves work-

ers from menial jobs so they can pursue more in-
teresting work thereafter. However, many may
lack the qualifications or intellect, or may at least
perceive stress by that perspective of being forced
to taking on more and more challenging jobs. Oth-
ers even see automation as “freeing humans from
duty of work” completely, which would be an eth-
ical pro-argument. In reality, most humans like
to have work, and may even need it to give their
lives a structure and purpose; certainly many peo-
ple define who they are by what they do profes-
sionally. Therefore, taking their work from them
without their consent, means taking their dignity
from them. It is also often argued that NLP sys-
tems merely aim to make human analysts more
productive. It is desirable to do so, and then au-
tomation would seem morally legitimate. How-
ever, in practice, many customers of applications
desire automation as a tool to reduce the work-
force, because they are under cost pressure.

5 Best Practices

5.1 Ethics Review Board

In order to establish ethical behavior as a default,
installing a process likely increases the awareness;
it assigns responsibility and improves consistency
of procedure and outcome. An ethics review board
for companies (as already implemented by uni-
versities for use in the context of the approval of
experiments with human and animal subjects) in-
cluded in the discussion of new products, services,
or planned research experiments should be con-
sidered, very much like it already exists in uni-
versity environments in an experimental natural
science context; in the 21st century, experiments
with data about people is a proxy for doing ex-
periments with people, as that data affects their
lives. Figure 2 shows our proposal for such a pro-
cess for a hypothetical company or research in-
stitution. It shows a vetting process featuring an
Ethics Review Board (ERB), which would oper-
ate as follows before and after executing research
projects, before and after product development, as
well as during deployment of a product or ser-
vice on an ongoing basis (at regular intervals), the
ERB gets to review propositions (the “what”) and
methods (the “how”) and either gives its bless-
ing (approve) or not (veto). Ethics stakehold-
ers participate in research, product/service design
& development, operations & customer service.
Each of them could report to the Chief Informa-
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Figure 2: A Process Proposal for “Ethics by Design” in an Organization.

tion Officer via a Vice President for Governance
rather than phase-specific management to give the
ethics review more robustness through indepen-
dence. There are associated business benefits (em-
ployee identification, reduced risk of reputation
damage), however these are distinct from the eth-
ical motive, i.e. desiring to do the right thing for
its own sake. They are also distinct from legal
motives, because acting legally is often not suf-
ficient for acting ethically, especially in emerging
technology areas where the law lags behind tech-
nology developments. An ERB might be too ex-
pensive to operate for smaller institutions, but it
could be outsourced to independent contractors or
companies that perform an external audit function
(“ERB as a service”). The board would convene
at well-defined points to sign off that there was an
ethics conversation, documenting identified issues
and recommending resolution pathways. ERB au-
dits could benefit from check-lists that are collated
in the organization based on the experience ob-
tained in past projects (Smiley et al., 2017). In
the US, Institutional Review Boards are already
legally required for certain kinds of institutions
and businesses (Enfield and Truwit, 2008; Pope,
2009). Our proposal is to adopt similar practices,
and to customize them to accommodate particu-
lar, NLP-specific issues. An ERB should be em-
powered to veto new products or NLP projects on
ethical grounds at the planning stage or at project
launch time (earlier means less money wasted).
The ERB could be installed by the board to make
the company more sustainable, and more attrac-
tive to ethical investors. Note that it is not re-
quired that ERB members agree on one and the
same school of ethics: a diverse ERB with voting
procedures, comprising members, each of which
driven by their own conscience, might converge
towards wise decisions, and that may be the best
way to adopt as a practical solution (“crowd wis-
dom”). The ethics board should ideally contain
all stakeholder groups: if the organization’s NLP

projects are mostly pertaining to automation as an
issue, worker representatives would be good to in-
clude. Moral philosophers, human rights experts
and lawyers could be included as well; in gen-
eral, some delegates should be independent and
should have a well-developed conscience.10 In
practice, the ERB involvement incorporates ele-
ments from “value sensitive design” (Friedman et
al., 2008) (thus generalizing Cavoukian’s “privacy
by design” idea) and works as follows: a prod-
uct manager generates a document outlining a new
project, or a scientist creates an idea for a new re-
search project. At the decision point (launch or
nor), the ERB is involved to give its ethics ap-
proval (in addition to other, already existing func-
tions, e.g. finance or strategy). At this stage, the
morality of the overall idea is assessed. Working
at a conceptual level, the ERB needs to identify
the stakeholders, both direct and indirect, as well
as the values that are implicated in the proposed
idea or project. Once the project is launched, de-
tailed written specifications are usually produced.
They again are brought to the ERB for review.
The project plan itself is reviewed by the ERB
with a view to scrutinizing research methods, un-
derstanding how the stakeholders prioritize im-
plicated values and trade-offs between competing
values, as well as how the technology supports cer-
tain values. The ERB may send documents back
with additional requests to clarify particular as-
pects. The ERB documents permanently anything
identified as unethical. Ideally, they would have a
powerful veto right, but different implementations
are thinkable. Much harder is the involvement in
ongoing review activities, for example to decide
whether or not code is ethical. It appears that
a committee meeting is not well suited to ascer-
tain moral principles are adhered to; a better way
could be if the ERB was in regular informal touch

10It would definitely help to include more inexperienced
and younger members, whose idealism may not have been
corrupted by too much exposure to so-called “real life”.
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with scientists and developers in order to probe the
team with the right questions. For example, a men-
tion of the use of crowdsourcing could trigger a
suggestion to pay the legal minimal hourly salary.

5.2 Responses to Ethics Dilemmas

A lot of the literature focuses on how to decide
what is ethical or not. While this is obviously a
core question, the discussion must not rest there:
of similar relevance is an elaboration about pos-
sible remedies. Table 1 shows a set of possible
responses to ethics issues. Some of these acts are
about the individual’s response to a situation with
possible ethical implications in order to avoid be-
coming co- responsible/complicit, whereas others
are more outcome-oriented. They are loosely ori-
ented from least (bottom) to most (top) serious,
and include internal and external activities.

6 Discussion

The privacy issue in the early UNIX spell(1) tool
differs from the Mexican propaganda chat-bots
in that the former wrongly (un-ethically) imple-
ments a particular function (if there is no on-
screen warning to ensure informed consent of the
user), whereas in the latter case, the chat-bot ap-
plication as a whole is to be rejected on moral
grounds. We can use these two situations to anec-
dotally test our “ethics by design” process in a
thought experiment: what if both situations arose
in an organization implementing the process as
described above? The spell tool’s hidden emails
should be unearthed in the “review” stage (which
could well include code reviews by independent
consultants or developers in cases where question-
able practices have been unearthed or suspected).
And clearly, the Mexican bots should be rejected
by the ERB at the planning stage. By way of self-
criticism, flagging functional issues like the hid-
den spell email feature is perhaps less likely de-
tectable than application-level ethical issues, since
over-keen programmers may either forget, inten-
tionally not communicate, or mis-assess the im-
portance of the hidden-email property; neverthe-
less, using the process arguably makes it more
likely to detect both issues than without using it.
Floridi’s model, which wass designed for infor-
mation ethics, may have to be extended in the di-
rection of information processing ethics (covering
the software that creates or co-creates with hu-
mans the information under consideration), since

the software or the process that leads to the soft-
ware can itself be unethical in part or as a whole.
There is also an interaction between the conversa-
tion whether AI (including NLP) can/should even
aspire doing what it does, as it does, because fram-
ing of the task brings ethical baggage that some
see as distraction from other (more?) important
issues: as Lanier (2014) points out, the direc-
tional aspiration and framing of AI as a movement
that either aims to or accidentally results in re-
placing humans or superseding the human race,
effectively creating a post-human software-only
species (“the end of human agency”) is a “non-
optimal” way of looking at the dangers of AI;
in his view, it adds a layer of distractive argu-
ments (e.g. ethical/religious ones about whether
we should do this) that divert the discourse from
other, more pressing conversations, such as over-
promising (and not delivering), which leads to
subsequent funding cuts (“AI winter”). We will
likely be producing a world that may be likened
to Brazil rather than Skynet. While Lanier has
a point regarding over-selling, in our view the
ethical problems need to be addressed regardless,
but his argument helps to order them by immedi-
ate urgency. One could argue that our ERB pro-
posal may slow innovation within an organization.
However, it is central to protecting the organiza-
tion from situations that have a significant impact
on its reputations and its customers, hence, reduc-
ing the organization’s risk exposure. One may also
argue that, if implemented well, it could guide in-
novation processes towards ethical innovation.

7 Summary & Conclusion

In this paper, we have discussed some of the ethi-
cal issues associated with NLP and related tech-
niques like machine learning. We proposed an
“ethics by design” approach and we presented a
new process model for ethics reviews in compa-
nies or research institutions, similar to ethics re-
view boards that in universities must approve ex-
periments with animal and human subjects.11 We
also presented a list of remedies that researchers
can consider when facing ethical dilemmas. In fu-
ture work, professional codes of conduct should be
strengthened, and compliance be made mandatory
for professionals.

11See also the journal IRB: Ethics & Human Research (cur-
rently in its 39th volume) dedicated to related topics in other
disciplines.

37



Table 1: Remedies: Pyramid of Possible Responses to Unethical Behavior.
Demonstration to effect a change in society by public activism
Disclosure to document/to reveal injustice to regulators, the police, investigative journalists

(“Look what they do!”, “Stop what they do!”)
Resignation to distance oneself III (“I should not/cannot be part of this.’)
Persuasion to influence in order to halt non-ethical activity (“Our organization should not do this.”)
Rejection to distance oneself II; to deny participation; conscientious objection (“I can’t do this.”)
Escalation raise with senior management/ethics boards (“You may not know what is going on here.”)
Voicing dissent to distance oneself I (“This project is wrong.”)
Documentation ensure all the facts, plans and potential and actual issues are preserved.
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Abstract

Automated scoring of written and spo-
ken responses is an NLP application that
can significantly impact lives especially
when deployed as part of high-stakes tests
such as the GRE® and the TOEFL®.
Ethical considerations require that auto-
mated scoring algorithms treat all test-
takers fairly. The educational measure-
ment community has done significant re-
search on fairness in assessments and au-
tomated scoring systems must incorporate
their recommendations. The best way to
do that is by making available automated,
non-proprietary tools to NLP researchers
that directly incorporate these recommen-
dations and generate the analyses needed
to help identify and resolve biases in their
scoring systems. In this paper, we attempt
to provide such a solution.

1 Introduction

Natural Language Processing (NLP) applications
now form a large part of our everyday lives. As
researchers who build such applications, we have a
responsibility to ensure that we prioritize the ideas
of fairness and transparency and not just blindly
pursue better algorithmic performance.

In this paper, we discuss the ethical considera-
tions pertaining to automated scoring of written or
spoken test responses, referred to as “constructed
responses”. Automated scoring is an NLP appli-
cation which aims to automatically predict a score
for such responses. We focus on automated sys-
tems designed to score open-ended constructed
response questions. Such systems generally use
text and speech processing techniques to extract
a set of features from responses which are then
combined into a scoring model to predict the fi-

nal score assigned by a human rater (Page, 1966;
Burstein et al., 1998; Zechner et al., 2009; Bern-
stein et al., 2010).

Test scores whether assigned by human raters or
computers can have a significant effect on people’s
lives and, therefore, must be fair to all test takers.
Automated scoring systems may offer some ad-
vantages over human raters, e.g., higher score con-
sistency (Williamson et al., 2012). Yet, like any
other machine learning algorithm, models used
for score prediction may inadvertently encode dis-
crimination into their decisions due to biases or
other imperfections in the training data, spurious
correlations, and other factors (Romei and Rug-
gieri, 2013b; von Davier, 2016).1

The paper has the following structure. We first
draw awareness to the psychometric research and
recommendations on quantifying potential biases
in automated scoring and how it relates to the
ideas of fairness, accountability, and transparency
in machine learning (FATML). The second half
of the paper presents an open-source tool called
RSMTool2 for developers of automated scoring
models which directly integrates these psychome-
tric recommendations. Since such developers are
likely to be NLP or machine learning researchers,
the tool provides an important bridge from the ed-
ucational measurement side to the NLP side. Next,
we discuss further challenges related to fairness in
automated scoring that are not currently addressed
by RSMTool as well as methods for avoiding bias
in automated scoring rather than just detecting it.
The paper concludes with a discussion of how
these tools and methodologies may, in fact, be ap-

1Some of these problems were recently discussed at a
panel focused on Fairness in Machine learning in Educa-
tional Measurement that was held at the annual meeting of
National Council for Educational Measurement (von Davier
and Burstein, 2016).

2http://github.com/
EducationalTestingService/rsmtool
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plicable to other NLP applications beyond auto-
mated scoring.

2 Ethics and Fairness in Constructed
Response Scoring

At this point in the paper, we believe it is important
to define exactly what we refer to as fairness for
the field of scoring constructed responses, whether
it is done manually by humans or automatically by
NLP systems.

A key concept here is the idea of a “construct”
which is defined as a set of related knowledge,
skills, and other abilities that a test is designed to
measure. Examples of possible constructs include
logical reasoning, language proficiency, reading
comprehension etc. A fair test is one where dif-
ferences in test scores between the test-takers are
due only to differences in skills which are part of
the construct. Any consistent differences in scores
between different groups of test takers that result
from other factors not immediately related to the
construct (i.e., “construct-irrelevant”) — e.g., test-
taker gender — may indicate that the test is unfair.
Specifically, for a test to be fair, the non-random
effects of construct-irrelevant factors need to be
minimized during the four major phases of a test:
test development, test administration, test scoring,
and score interpretation (Xi, 2010; Zieky, 2016):

1. Test development. All tests must be free
of bias, i.e., no questions on a test should
include any content that may advantage or
disadvantage any specific subgroup of test-
takers in ways that are unrelated to the con-
struct the test is designed to assess. The sub-
groups in this case are defined based on fac-
tors that include test-taker personal informa-
tion such as gender, race, or disability, but
may also go beyond the standard protected
properties. For example, Xi (2010) discusses
how familiarity with the subject matter in an
English language proficiency test may impact
test performance and, thus, would require an
explicit analysis of fairness for a group de-
fined by test-taker fields of study. Addition-
ally, on the same test, test-takers whose na-
tive languages use the Roman alphabet will
have an advantage over test-takers with native
languages based on other alphabets. How-
ever, this advantage is allowable because it is
relevant to the construct of English compre-
hension. To ensure bias-free questions, the

developers of the test conduct both qualita-
tive and quantitative reviews of each question
(Angoff, 2012; Duong and von Davier, 2013;
Oliveri and von Davier, 2016; Zieky, 2016).

2. Test administration. All test-takers must
be provided with comparable opportunities to
demonstrate the abilities being measured by
the test. This includes considerations such as
the location and number of test centers across
the world, and whether the testing conditions
in each test center are standardized and se-
cure. For example, Bridgeman et al. (2003)
showed that, at least for some tests, exami-
nee test scores may be affected by screen res-
olution of the monitors used to administer the
test. This means that for such tests to be fair,
it is necessary to ensure that all test-takers use
monitors with a similar configuration.

3. Test scoring. There should also be no bias
in the test scores irrespective of whether they
are produced by human raters or by auto-
mated scoring models. The unequal distribu-
tion of social, economic, and educational re-
sources means that some differences in per-
formance across subgroups are to be ex-
pected. However, differences large enough to
have practical consequences must be investi-
gated to ensure that they are not caused by
construct-irrelevant factors (AERA, 1999).

4. Score interpretation Finally, while most
tests tend to have a constant structure, the
actual questions change regularly. Some-
times several different versions of a test (“test
forms”) exist in parallel. Even if two test-
takers take different versions of a test, their
test scores should still be comparable. To
achieve this, a separate statistical process
process called “test equating” is often used to
adjust for unintended differences in the diffi-
culty of the test forms (Lee and von Davier,
2013; Liu and Dorans, 2016). This process
itself must also be investigated for fairness to
ensure that it does not introduce bias against
any group of test-takers.

In this paper, we focus on the third phase: the
fairness of test scores as measured by the impact
of construct-irrelevant factors. As Xi (2010) dis-
cusses in detail, unfair decisions based on scores
assigned to test-takers from oft-disadvantaged
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groups are likely to have profound consequences:
they may be denied career opportunities and ac-
cess to resources that they deserve. Therefore,
it is important to ensure — among other things
— that construct-irrelevant factors do not intro-
duce systematic biases in test scores, irrespective
of whether they are produced by human raters or
by an automated scoring system.

Over the last few years, there has been a sig-
nificant amount of work done on ensuring fair-
ness, accountability, and transparency for machine
learned models from what is now referred to as the
FATML community (Kamiran and Calders, 2009;
Kamishima et al., 2012; Luong et al., 2011; Zemel
et al., 2013). More recently, Friedler et al. (2016)
proposed a formal framework for conceptualizing
the idea of fairness. Within that framework, the
authors define the idea of “structural bias”: the
unequal treatment of subgroups when there is no
clear mapping between the features that are easily
observable for those subgroups (e.g., largely irrel-
evant, culturally and historically defined charac-
teristics) and the true features on which algorith-
mic decisions should actually be based (the “con-
struct”). Our conceptualization of fairness for au-
tomated scoring models in this paper — avoiding
systematic biases in test scores across subgroups
due to construct-irrelevant factors — fits perfectly
in this framework.

3 Detecting Biases in Automated Scoring

Human scoring of constructed responses is a sub-
jective process. Among the factors that can im-
pact the assigned scores are rater fatigue (Ling
et al., 2014), differences between novice and ex-
perienced raters (Davis, 2015), and the effect of
raters’ linguistic background on their evaluation
of the language skill being measured (Carey et
al., 2011). Furthermore, the same response can
sometimes receive different scores from different
raters. To guard against such rater inconsistencies,
responses for high-stakes tests are often scored by
multiple raters (Wang and von Davier, 2014; Pen-
field, 2016). Automated scoring of constructed re-
sponses can overcome many of these issues inher-
ent to human scoring: computers do not get tired,
do not have personal biases, and can be config-
ured to always assign the same score to a given
response.

However, recent studies in machine learning
have highlighted that algorithms often introduce

their own biases (Feldman et al., 2015) either due
to an existing bias in the training data or due to
a minority group being inadequately represented
in the training data. Automated scoring is cer-
tainly not immune to such biases and, in fact,
several studies have documented differing perfor-
mance of automated scoring models for test-takers
with different native languages or with disabilities
(Burstein and Chodorow, 1999; Bridgeman et al.,
2012; Wang and von Davier, 2014; Wang et al.,
2016; An et al., 2016; Loukina and Buzick, In
print).

Biases can also arise because of techniques used
to develop new features for automated scoring
models. The automated score may be based on
features which are construct-irrelevant despite be-
ing highly correlated with the human scores in the
training data. As an example, consider that more
proficient writers tend to write longer responses.
Therefore, one almost always observes a consis-
tent positive correlation between essay length and
human proficiency score (Perelman, 2014; Sher-
mis, 2014b). This is acceptable since verbal flu-
ency — a correlate of response length — is consid-
ered an important part of the writing proficiency.
Yet, longer essays should not automatically re-
ceive higher scores. Therefore, without proper
model validation to consider the relative impact
of such features, decisions might be made that are
unfair to test-takers.

On this basis, the psychometric guidelines re-
quire that if automated scoring models are to be
used for making high-stakes decisions for col-
lege admissions or employment, the NLP re-
searchers developing those models should perform
model validation to ensure that demographic and
construct-irrelevant factors are not causing their
models to produce significant differences in scores
across different subgroups of test-takers (Yang et
al., 2002; Clauser et al., 2002; Williamson et al.,
2012). This is exactly what fairness – as we define
it in this paper – purports to measure.

However, it is not easy for an NLP or ma-
chine learning researcher to perform comprehen-
sive model validation since they may be unfamil-
iar with the required psychometric and statistical
checks. The solution we propose is a tool that
incorporates both the standard machine learning
pipeline necessary for building an automated scor-
ing model and a set of psychometric and statis-
tical analyses aimed at detecting possible bias in
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engine performance. We believe that such a tool
should be open-source and non-proprietary so that
the automated scoring community can not only au-
dit the source code of the already available analy-
ses to ensure their compliance with fairness stan-
dards but also contribute new analyses.

We describe the design of such a tool in the rest
of the paper. Specifically, our tool provides the fol-
lowing model validation functionality to NLP/ML
researchers working on automated scoring: (a)
defining custom subgroups and examining differ-
ences in the performance of the automated scor-
ing model across these groups; (b) examining the
effect of construct-irrelevant factors on automated
scores; and (c) comparing the effects of such fac-
tors in two different versions of the same scoring
model, e.g., a version with a new feature added to
the model and a version without the same feature.

4 RSMTool

In this section, we present an open-source Python
tool called RSMTool developed by two of the au-
thors for building and evaluating automated scor-
ing models. The tool is intended for NLP re-
searchers who have already extracted features
from the responses and need to choose a learner
function and evaluate the performance as well as
the fairness of the entire scoring pipeline (the
training data, the features, and the learner func-
tion).

Once the responses have been represented as a
set of features, automated scoring essentially be-
comes a machine learning problem and NLP re-
searchers are free to use any of the large number
of existing machine learning toolkits. However,
most of those toolkits are general-purpose and do
not provide the aforementioned fairness analyses.
Instead, we leverage one such toolkit — scikit-
learn (Pedregosa et al., 2011) — to build a tool
that integrates these fairness analyses directly into
the machine learning pipeline and researchers then
get them automatically in the form of a compre-
hensive HTML report.

Note that the automated scoring pipeline built
into the tool provides functionality for each step
of the process of building and evaluating auto-
mated scoring models: (a) feature transformation,
(b) manual and automatic feature selection, and
(c) access to linear and non-linear learners from
scikit-learn as well as the custom linear learners
we have implemented. In this paper, we will fo-

cus solely on the fairness-driven evaluation capa-
bilities of the tool that are directly relevant to the
issues we have discussed so far. Readers inter-
ested in other parts of the RSMToolare referred
to the comprehensive documentation available at
http://rsmtool.readthedocs.org.

Before we describe the fairness analyses im-
plemented in the tool, we want to acknowledge
that there are many different ways in which re-
searchers might approach building as well as eval-
uating scoring models (Chen and He, 2013; Sher-
mis, 2014a). The list of learners and fairness anal-
yses the tool provides is not, and cannot be, ex-
haustive. In fact, later in the paper, we discuss
some analyses that could be implemented in future
versions of the tool since one of the core charac-
teristics of the tool is its flexible architecture. See
§4.4 for more details.

In the next section, we present in detail the anal-
yses incorporated into RSMTool aimed at detecting
the various sources of biases we introduced earlier.
As it is easier to show the analyses in the context
of an actual example, we use data from the Hewlett
Foundation Automated Student Assessment Prize
(ASAP) competition on automated essay scoring
(Shermis, 2014a).3 As our scoring model, we
use ordinary linear regression with features ex-
tracted from the text of the essay; see Attali and
Burstein (2006) for details of the features. Note
that since the original ASAP data does not con-
tain any demographic information, we simulate an
L1 attribute (the test-taker’s native language) for
illustration purposes.4 The complete report auto-
matically generated by RSMTool is available at:
http://bit.ly/fair-tool. The report contains
links to the raw data used to generate it and to
other input files needed to run RSMTool. We fo-
cus on specific sections of the report below.

4.1 Differential Feature Functioning
In order to evaluate the fairness of a machine
learning algorithm, Feldman et al. (2015) recom-
mend preventive auditing of the training data to
determine if the resulting decisions will be fair, ir-
respective of the machine learning model learned
from that training data. RSMTool incorporates sev-

3https:/www.kaggle.com/c/asap-aes/
data/

4We believe it is more transparent to use a publicly avail-
able dataset with simulated demographics, rather than a pro-
prietary dataset with real demographics that cannot be shared
publicly. The value added by the fairness analyses comes
through in either case.
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eral such auditing approaches borrowed from pre-
vious research in both educational measurement
and machine learning.

The first step in evaluating the fairness of an au-
tomated scoring model is to ensure that the per-
formance of each feature is not primarily deter-
mined by construct-irrelevant factors. The tra-
ditional way to approach this is to have an ex-
pert review the features and ensure that their de-
scription and method of computation are in line
with the definition of the specific set of skills that
the given test purports to measure (Deane, 2013).
However, features incorporated into a modern au-
tomated scoring system often rely on multiple un-
derlying NLP components such as part-of-speech
taggers and syntactic parsers as well as complex
computational algorithms and, therefore, a quali-
tative review may not be sufficient. Furthermore,
some aspects of spoken or written text can only be
measured indirectly given the current state of NLP
technologies (Somasundaran et al., 2014).

RSMTool allows the user to explore the quan-
titative effect of two types of construct-irrelevant
factors that may affect feature performance: cate-
gorical and continuous.

4.1.1 Categorical Factors
This group of factors generally includes variables
that can take on one of a fixed number of possible
values, e.g., test-takers’ demographic characteris-
tics, different versions of the same test question,
or various testing conditions. We refer to these
factors as “subgroups” though they are not always
limited to demographic subgroups.

When this information is available for all or
some of the responses, RSMTool allows the user
to compare the feature distributions for differ-
ent subgroups using box-plots and other distri-
butional statistics such as mean and standard de-
viations. However, feature distributions depend
on the scores which may differ across subgroups
and, therefore, differences in a feature’s distri-
bution across subgroups may not always indicate
that the feature is biased. To address this, RSM-
Tool also includes Differential feature functioning
(DFF) analysis (Penfield, 2016; Zhang et al., In
print). This approach compares the mean values of
a given feature for test-takers with the same score
but belonging to different subgroups. These dif-
ferences can be described and reviewed directly
using DFF line plots. Figure 1(a) shows a box-
plot for the distribution of the GRAMMAR feature

by test-taker L1 subgroups in our sample dataset;
Figure 1(b) shows a DFF line plot for the same
feature. These plots indicate that the values for
the GRAMMAR feature are consistently lower for
one of the test-taker subgroups (L1=Hindi) across
all score levels. If such a pattern were observed in
real data, it would warrant further investigation to
establish the reasons for such behavior.

4.1.2 Continuous Factors
This type of construct-irrelevant factors includes
continuous covariates which despite being corre-
lated with human scores are either not directly rel-
evant to the construct measured by the test or, even
if they are, should not be the primary contributor
to the model’s predictions. Response length, as
previously discussed, is an example of such co-
variates. Even though it provides an important
indication of verbal fluency, a model which pre-
dominantly relies on length will not generate fair
scores. To explore the impact of such factors,
RSMTool computes two types of correlations: (a)
the marginal correlation between each feature and
the covariate, and (b) the “partial” correlation be-
tween each feature and the human score, with the
effects of the covariate removed (Cramér, 1947).
This helps to clearly bring out the contribution
of a feature above and beyond being a proxy for
the identified covariate. The marginal and par-
tial correlation coefficients for our example are
shown in Figure 1(c). It shows that although all
features in our simulated dataset contribute infor-
mation beyond response length, for some features,
length accounts for a substantial part of their per-
formance.

4.2 Bias in Model Performance

Not all types of machine learning algorithms lend
themselves easily to the differential feature func-
tioning analysis. Furthermore, the sheer number
of features in some models may make the results
of such analyses difficult to interpret. Therefore,
a second set of fairness analyses included into
RSMTool considers how well the automated scores
agree with the human scores (or another, user-
specified gold standard criterion) and whether this
agreement is consistent across different groups of
test-takers.

RSMTool computes all the standard evaluation
metrics generally used for regression-based ma-
chine learning models such as Pearson’s correla-
tion coefficient (r), coefficient of determination
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(a) Box-plots showing the distribution of standard-
ized GRAMMAR feature values by test-taker na-
tive language (L1). The dotted red lines represent
the thresholds for outlier truncation computed as
the mean feature value ± 4 standard deviations.

(b) A differential feature functioning (DFF) plot
for the GRAMMAR feature. Each line represents
an L1; each point shows the mean and 95% confi-
dence intervals of the feature values computed for
test-takers with that L1 and that assigned score.

(c) Pearson’s correlation coefficients (r) between features and human scores: (a) Marginal: marginal correlation
of each feature with human score (b) Partial − all: correlation of each feature with human score with the effects
of all other features removed, and (c) Partial − length: the correlation of each feature with human score with
the effect of response length removed. The two dotted lines represent correlations thresholds recommended by
Williamson et al. (2012).

Figure 1: Examples of RSMTool fairness analyses for categorical and continuous factors.
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(R2), and root mean squared error (RMSE). In
addition, it also computes other measures that are
specifically recommended in psychometric liter-
ature for evaluating automated scoring models:
quadratically-weighted kappa, percentage agree-
ment with human scores, and the standardized
mean difference (SMD) between human and au-
tomated scores (Williamson et al., 2012; Rami-
neni and Williamson, 2013). These metrics are
computed for the whole evaluation set as well as
for each subgroup separately in order to evaluate
whether the accuracy of automated scores is con-
sistent across different groups of test-takers. Fig-
ure 2 shows a plot illustrating how the model R2

computed on the evaluation set varies across the
different test-taker L1 subgroups.

Figure 2: The performance of our scoring model
(R2) for different subgroups of test-takers as de-
fined by their native language (L1). Before com-
puting the R2, the predictions of the model are
trimmed and then re-scaled to match the human
score distribution in the training data.

4.3 Model comparison
Like any other software, automated scoring sys-
tems are updated on a regular basis as researchers
develop new features or identify better machine
learning algorithms. Even in scenarios where new
features or algorithms are not needed, changes in
external dependencies used by the scoring pipeline
might necessitate new releases. Automated scor-
ing models may also be regularly re-trained to

avoid population drift which can occur when the
test-taker population used to train the model no
longer matches the population currently evaluated
by this model.

When updating an automated scoring system
for one of the above reasons, one should not only
conduct a fairness analysis for the new version
of the model, but also a comprehensive compar-
ison of the old and the new version. For example,
a change in the percentage of existing test-takers
who have passed a particular test resulting from
the update would need to be explained not only to
the test-takers but also to the people making deci-
sions based on test scores (von Davier, 2016).

RSMTool includes the functionality to conduct
a comprehensive comparison of two different ver-
sions of a scoring system and produce a report
which includes fairness analyses for each of the
versions as well as how these analyses differ be-
tween the two versions. As an example, we com-
pare two versions of our example scoring model
— one that uses all features and another that does
not include the GRAMMAR feature. The compar-
ison report can be be seen here: http://bit.ly/
fair-tool-compare.

4.4 Customizing RSMTool

The measurement guidelines currently imple-
mented in RSMTool follow the psychometric
framework suggested by Williamson et al. (2012).
It was developed for the evaluation of e-rater, an
automated system designed to score English writ-
ing proficiency (Attali and Burstein, 2006), but is
generalizable to other applications of automated
scoring. This framework was chosen because it
offers a comprehensive set of criteria for both the
accuracy as well as the fairness of the predicted
scores. Note that not all of these recommenda-
tions are universally accepted by the automated
scoring community. For example, Yannakoudakis
and Cummins (2015) recently proposed a different
set of metrics for evaluating the accuracy of auto-
mated scoring models.

Furthermore, the machine learning community
has recently developed various analyses aimed at
detecting bias in algorithm performance that could
be applied in the context of automated scoring.
For example, in addition to reviewing individual
features, one could also attempt to predict the
subgroup membership from the features used to
score the responses (Feldman et al., 2015). If this
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prediction is generally accurate, then there is a
risk that subgroup membership could be implic-
itly used by the scoring model and lead to unfair
scores. However, if the subgroup prediction has
high error over all models generated from the fea-
tures, then the scores assigned by a model trained
on this data are likely to be fair.

RSMTool has been designed to make it easy for
the user to add new evaluations and analyses of
these types. The evaluation and report-generation
components of RSMTool (including the fairness
analyses) can be run on predictions from any ex-
ternal learner, not just the ones that are provided
by the tool itself. Each section of its report is
implemented as a separate Jupyter/IPython note-
book (Kluyver et al., 2016). The user can choose
which sections should be included into the final
HTML report and in which order. Furthermore,
NLP researchers who want to use different evalu-
ation metrics or custom fairness analyses can pro-
vide them in the form of new Jupyter notebooks;
these analyses are dynamically executed and in-
corporated into the final report along with the ex-
isting analyses or even in their place, if so desired,
without modifying a single line of code.

Finally, for those who want to make more sub-
stantive changes, the tool is written entirely in
Python, is open-source with an Apache 2.0 li-
cense, and has extensive online documentation.
We also provide a well-documented API which
allows users to integrate various components of
RSMTool into their own applications.

4.5 Model Transparency & Interpretability

The analyses produced by RSMTool only suggest
a potential bias and flag individual subgroups or
features for further consideration. As we indi-
cated earlier, the presence of differences across
subgroups does not automatically imply that the
model is unfair; further review is required to estab-
lish the source of such differences. One of the first
steps in such a review usually involves examining
each feature separately as well as the individual
contribution of each feature to the final score. It is
important to note here that unfairness may also be
introduced by what is not in the model. An auto-
mated scoring system may not cover a particular
aspect of the construct which can be evaluated by
humans. If the performance across subgroups dif-
fers on this aspect of the construct, the difference
may be due to “construct under-representation”

rather than due to construct-irrelevant factors.

The automated scoring models used in sys-
tems such as e-rater for assessing writing profi-
ciency in English (Attali and Burstein, 2006) or
SpeechRater for spoken proficiency (Zechner et
al., 2009) have traditionally been linear models
with a small number of interpretable features be-
cause such models lend themselves more easily
to a detailed fairness review and allow decision-
makers to understand how, and to what extent, dif-
ferent parts of the test-takers’ skill set are being
covered by the features in the model (Loukina et
al., 2015). For such linear models, RSMTool dis-
plays a detailed model description including the
model fit (R2) computed on the training set as well
as the contribution of each feature to the final score
(via raw, standardized, and relative coefficients).

At the same time, recent studies (Heilman and
Madnani, 2015; Madnani et al., 2016) on scor-
ing actual content rather than just language profi-
ciency suggest that it is possible to achieve higher
performance, as measured by agreement with hu-
man raters, by employing many low-level fea-
tures and more sophisticated machine learning al-
gorithms such as support vector machines or ran-
dom forests. Generally, these models are built us-
ing sparse feature types such as word n-grams, of-
ten resulting in hundreds of thousands of predom-
inantly binary features. Using models with such
a large feature space means that it is no longer
clear how to map the individual features and their
weights to various parts of the test-takers’ skill set,
and, therefore, difficult to identify whether any
differences in the model performance stem from
the effects of construct-irrelevant factors.

One way to increase the interpretability of such
models is to group multiple features by feature
type (e.g. “syntactic relationships”) and build a
stacked model (Wolpert, 1992) containing sim-
pler models for each feature type. These stacked
models can then be combined in a final linear
model which can be examined in the usual manner
for fairness considerations (Madnani and Cahill,
2016). The idea of making complex machine-
learned models more interpretable to users and
stakeholders has been investigated more thor-
oughly in recent years and several promising so-
lutions have been proposed that could also be used
for content-scoring models (Kim et al., 2016; Wil-
son et al., 2016).
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5 Mitigating Bias in Automated Scoring

So far we have primarily discussed techniques
for detecting potential biases in automated scoring
models. We showed that there are multiple sources
of possible bias which makes it unlikely that there
would be a single “silver bullet” that can make
test scores completely bias-free. The approach
currently favored in the educational measurement
community is to try and reduce susceptibility to
construct-irrelevant factors by design. This in-
cludes an expert review of each feature before it is
added to the model to ensure that it is theoretically
and practically consistent with the skill set being
measured by the test. These features are then com-
bined in an easily interpretable model (usually lin-
ear regression) which is trained on a representative
sample of test-taker population.

However, simpler scoring models may not al-
ways be the right solution. For one, as we dis-
cussed in §3, several studies have shown that
even such simple models may still exhibit bias.
In addition, recent studies on scoring test-takers’
knowledge of content rather than proficiency have
shown that using more sophisticated — and hence,
less transparent — models yields non-trivial gains
in the accuracy of the predicted scores. There-
fore, ensuring completely fair automated scoring
at large requires more complex solutions.

The machine learning community has identified
several broad approaches to deal with discrimina-
tion that could, in theory, be used for automated
scoring models, especially those using more com-
plex non-linear algorithms: the training data can
be modified (Feldman et al., 2015; Kamiran and
Calders, 2012; Hajian and Domingo-Ferrer, 2013;
Mancuhan and Clifton, 2014), the algorithm it-
self can be changed so that it optimizes for fair-
ness as well as the selection criteria (Kamishima et
al., 2012; Zemel et al., 2013; Calders and Verwer,
2010), and the output decisions can be changed
after-the-fact (Kamiran et al., 2012). A survey of
such approaches is provided by Romei and Rug-
gieri (2013a). Future work in automated scoring
could explore whether these methods can address
some of the known biases.

Of course, it is also important to note that such
bias-mitigating approaches often lead to a decline
in the overall model performance and, therefore,
one needs to balance model fairness and accuracy
which likely depends on the stakes for which the
model is going to be used.

6 Conclusion

In this paper, we discussed considerations that
go into developing fairer automated scoring mod-
els for constructed responses. We also presented
RSMTool, an open-source tool to help NLP re-
searchers detect potential biases in their scoring
models. We described the analyses currently in-
corporated into the tool for evaluating the impact
of construct-irrelevant categorical and continuous
factors. We also showed that the tool is designed in
a flexible manner which allows users to easily add
their own custom fairness analyses and showed
some examples of such analyses.

While RSMTool has been designed for auto-
mated scoring research (some terminology in the
tool and the report is specific to automated scor-
ing), its flexible nature and well-documented API
allow it to be easily adapted for any machine learn-
ing task in which the numeric prediction is gener-
ated by regressing on a set of non-sparse, numeric
features. Furthermore, the evaluation component
can be used separately which allows users to eval-
uate the performance and fairness of any model
that generates numeric predictions.
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Abstract

This project evaluates the accuracy of
YouTube’s automatically-generated cap-
tions across two genders and five dialects
of English. Speakers’ dialect and gen-
der was controlled for by using videos
uploaded as part of the “accent tag chal-
lenge”, where speakers explicitly iden-
tify their language background. The re-
sults show robust differences in accuracy
across both gender and dialect, with lower
accuracy for 1) women and 2) speakers
from Scotland. This finding builds on
earlier research finding that speaker’s so-
ciolinguistic identity may negatively im-
pact their ability to use automatic speech
recognition, and demonstrates the need for
sociolinguistically-stratified validation of
systems.

1 Introduction

The overall accuracy of automatic speech recog-
nition (ASR) has increased substantially over the
past decade: a decade ago it was not uncommon
to report a ASR error rates of 27% (Sha and Saul,
2007), while a recent Microsoft system achieved a
word error rate (WER) of just 6.3% on the Switch-
board corpus (Xiong et al., 2016). Have these
strong gains benefited all speakers evenly? Pre-
vious work, briefly discussed below, has found
systematic bias both by dialect and gender. This
paper provides additional evidence that sociolin-
guistic variation continues to provide a source of
avoidable error by showing that the WER is ro-
bustly different for male and female native English
speakers from different dialect regions.

It is well established in the field of sociolinguis-
tics that there is quantifiable variation in language
use between social groups. Gender-based varia-

tion in language use, for example, has been ex-
tensively studied (Trudgill, 1972; Eckert, 1989,
among many others). There is also robust vari-
ation in language use by native speakers across
dialect regions. For instance, English varies dra-
matically between the United States (Cassidy and
others, 1985), New Zealand (Hay et al., 2008) and
Scotland (Milroy and Milroy, 2014).

Sociolinguistic variation has historically been
a source of error for natural language process-
ing. Differences across genders in automatic
speech recognition accuracy have been previously
reported, with better recognition rates reported for
both men (Ali et al., 2007) and women (Gold-
water et al., 2010; Sawalha and Abu Shariah,
2013). Previous work has also found evidence
of dialectal bias in speech recognition in both
English (Wheatley and Picone, 1991) and Ara-
bic (Droua-Hamdani et al., 2012). In addition,
there are many anecdotal accounts of bias against
dialect in speech recognition. For example, in
2010 Microsoft’s Kinect was released and, while
it shipped with Spanish voice recognition, it did
not recognize Castilian Spanish (Plunkett, 2010).
This study investigates whether YouTube’s auto-
matic captions have different WER for native En-
glish speakers across two genders and five dialect
regions.

2 Method

Data for this project was collected by hand check-
ing YouTube’s automatic captions (Harrenstien,
2009) on the word list portion of accent tag videos.
Annotation was done by a phonetically-trained
listener familiar with the dialects in the study.
YouTube’s automatic captions were chosen for
three reasons. The first is that they’re backed by
Google’s speech recognition software, which is
both very popular and among the more accurate
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proprietary ASR systems (Liao et al., 2013). The
second is the fact that the accuracy of YouTube’s
automatic captions specifically are an area of im-
mediate concern to the Deaf community and is
a frequent topic of (frustrated) discussion: they
are often referred to as “autocraptions” (Lockrey,
2015) due to their low accuracy and the fact that
content creators will often rely on them instead of
providing accurate captions. Finally, YouTube’s
large, diverse userbase allowed for the direct com-
parison of speakers from a range of demographic
backgrounds.

2.1 Accent tag

The accent tag, developed by Bert Vaux and based
on the Harvard dialect survey (Vaux and Golder,
2003), has become a popular and sustained inter-
net phenomenon. Though it was designed to elicit
differences between dialect regions in the United
States, it has achieved wide popularity across the
English-speaking world. Variously called the “ac-
cent tag”, “dialect meme”, “accent challenge”
or “Tumblr/Twitter/YouTube accent challenge”,
videos in this genre follow the same basic out-
line. First, speakers introduce themselves and de-
scribe their linguistic background, with a focus
on regional dialect. Then speakers read a list of
words designed to elicit phonological dialect dif-
ferences. Finally, speakers read and then answer a
list of questions designed to elicit lexical variation.
For example, one question asks “What do you call
gym shoes?”, which speakers variously answered
“sneakers”, “tennis shoes”, “gym shoes” or what-
ever the preferred term is in thier dialect.

This study focuses on only the word list portion
of the accent tag. Over time, the word list has been
changed and appended, most notably with terms
commonly used in on-line communities such as
“GPOY” (gratuitous picture of yourself) or “gif”
(graphics interchange format, a popular digital im-
age format). Even with these variations, all videos
discussed here used some subset of the word-list
shown in Table 1.

It should be noted that this is a particularly dif-
ficult ASR task. First, words are presented in iso-
lation rather than within a frame sentence, which
means that ASR systems cannot benefit from the
use of language models. Second, the word-list
portion of the accent tag challenge was intention-
ally constructed to only include words with mul-
tiple possible pronunciations and that serve as di-

Again Envelope Potato
Alabama Figure Probably
Aluminum Fire Quarter
Arizona Florida Roof
Ask Gif Route
Atlantic GPOY Ruin
Attitude Guarantee Salmon
Aunt Halloween Sandwich
Auto Image Saw
Avocado Iron Spitting
Bandanna Lawyer Sure
Both Marriage Syrup
Car Mayonnaise Theater
Caramel Muslim Three
Catch Naturally Tomato
Caught New Orleans Twenty
Cool Whip Officer Waffle
Coupon Oil Wagon
Crayon Oregon Wash
Data Pajamas Water
Eleven Pecan

Table 1: Word list for accent tag videos.

alect markers. “Lawyer”, for example, is gener-
ally pronounced [lOI.jÄ] in New England and Cal-
ifornia, but [lO.jÄ] in Georgia (Vaux and Golder,
2003). These facts do place the ASR system used
to generate the automatic captions at a disadv-
tange, and may help to explain the high error rates.

2.2 Speakers

A total of eighty speakers were sampled for this
project. Videos for eight men and eight women
from each dialect region were included. The di-
alect regions were California, Georgia, New Eng-
land (Maine and New Hampshire), New Zealand
and Scotland. These regions were chosen based
on their high degree of geographic separation from
each other, distinct local regional dialects and (rel-
atively) comparable populations. Of these regions,
California has the largest population, with approx-
imately 38.8 million residents, and New England
the smallest, with Maine and New Hampshire hav-
ing a combined population of approximately 2.6
million (although the United States census bureau
estimates the population of New England as a re-
gion at over 14 million as of 2010 (Bogue et al.,
2010)).

Sampling was done by searching YouTube us-
ing the exact term “accent challenge” or “accent
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tag” and the name of the geographical region.
Only videos which had automatic captions were
included in this study. For each speaker, the word
error rate (WER) was calculated separately. Data
and code used for analysis is available online1.

3 Results

The effect of dialect and gender on WER was eval-
uated using liner mixed-effects regression. Both
speaker and year were included as random effects.
Speaker was included to control for both individ-
ual variability in speech clarity and also record-
ing quality, since only one recording per speaker
was used. Year was included to control for im-
provements in ASR over time. Automatic captions
are generated just after the video is uploaded to
YouTube, and the recordings used were uploaded
over a five year period, so it was important to ac-
count for overall improvements in speech recogni-
tion.

A model which included both gender and di-
alect as fixed effects more closely fit the data (i.e.
had a lower Akaike information criterion) than
nested models without gender (χ2 (5, N= 80) =
31 p <0.01), without dialect (χ2 (5, N= 80) = 14,
p <0.01) or without either (χ2 (5, N= 80) = 31,
p <0.01). In terms of dialect, speakers from Scot-
land had reliably worse performance than speakers
from the United States or New Zealand, as can be
seen in Figure 1. The lower level of accuracy for
Scottish English can not be explained by, for ex-
ample, a small number of speakers of that variety.
The population of New Zealand, the dialect which
had the second-lowest WER, is roughly 80% that
of Scotland. Nor is it factor of wealth. Scotland
and New Zealand have a GDP per capita that falls
within one hundred US dollars of each other.

There was also a significant effect of gender:
the word error rate was higher for women than
men (t(78) = -3.5, p<0.01 ). This is shown in Fig-
ure 2. This is somewhat surprising given earlier
studies which found the opposite result (Goldwa-
ter et al., 2010; Sawalha and Abu Shariah, 2013).

In addition, there was an interaction between
gender and dialect. Adding an interaction term be-
tween gender and dialect to the model above sig-
nificantly improved model fit (χ2 (5, N= 80) = 16,
p <0.01). As can be seen in Figure 3, the effect
of gender was not equal across dialects. Differ-
ences between genders were largest for speakers

1https://github.com/rctatman/youtubeDialectAccuracy
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Figure 1: YouTube automatic caption word error
rate by speaker’s dialect region. Points indicate
individual speakers.
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Figure 2: YouTube automatic caption word error
rate by speaker’s gender. Points indicate individ-
ual speakers.
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Figure 3: Interaction of gender and dialect. The
difference in Word Error Rates between genders
was largest for speakers from New Zealand and
New England. In no dialect was accuracy reliably
better for women than men.

from New Zealand and New England.
Given the nature of this project, there is limited

access to other demographic information about
speakers which might be important, such as age,
level of education, socioeconomic status, race or
ethnicity2. The last is of particular concern given
recent findings that automatic natural language
processing tools, including language identifiers
and parsers struggle with African American En-
glish (Blodgett et al., 2016).

4 Effects of pitch on YouTube automatic
captions

One potential explanation for the different er-
ror rates found for male and female speakers is
differences in pitch. Pitch differences are one
of the most reliable and well-studied perceptual
markers of gender in speech (Wu and Childers,
1991; Gelfer and Mikos, 2005) and speech with a
high fundamental frequency (typical of women’s
speech) has also been found to be more difficult
for automatic speech recognizers (Hirschberg et
al., 2004; Goldwater et al., 2010). A small exper-
iment was carried out to determine whether pitch

2Speakers in this sample did not self-report their race or
ethnicity and, given the complex nature of race and ethnicity
in both New Zealand and the US, the researcher opted not to
guess at speaker’ race and ethnicity.

differences were indeed underlying the differing
word error rates for male and female speakers.

First, a female speaker of standardized Ameri-
can English was recorded clearly reading the word
list shown in Table 1. In order to better approxi-
mate the environment of the recordings in the ac-
cent tag videos, the recording was made using a
consumer-grade headset microphone in a quiet en-
vironment, rather than using a professional-grade
microphone in a sound-attenuated booth. The
original recording had a mean pitch of 192 Hz and
a median of 183 Hz, which is slightly lower than
average for a female speaker of American English
(Pépiot, 2014). The pitch of the original record-
ing was artificially scaled both up and down 60
Hz in 20 Hz intervals using Praat (Boersma and
others, 2002). This resulted in a total of seven
recordings: the original, three progressively lower
pitched and three progressively higher pitched.
These resulting sound-files were then uploaded
to YouTube and automatic captions were gener-
ated. The video, and captions, can be viewed on
YouTube3.

Overall, the automatic captions for the word list
were very accurate; there were a total of 9 errors
across all 434 tokens, for a WER of .002. Though
it may be due to ceiling effects, there was no sig-
nificant effect of pitch on accuracy. The much
higher accuracy of this set of captions may be due
to improvement in the algorithms underlying the
automatic captions or the nature of the speech in
the recording, which was clear, careful and slow.
More investigation with a larger sample of voices
is necessary to determine if pitch differences, or
perhaps another factor such as intensity, are what
is underlying the differences in WER for male and
female speakers. That said, even if gender-based
differences in accuracy between genders can be
attributed to acoustic differences associated with
gender, that would not account for the strong ef-
fect of dialect region.

5 Discussion

The results presented above show that there are
differences in WER between dialect areas and
genders, and that manipulating one speaker’s pitch
was not sufficient to affect WER for that speaker.
While the latter needs additional data to form a
robust generalization, the size of the effect for
the former is deeply disturbing. Why do these

3https://www.YouTube.com/watch?v=eUgrizlV-R4
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differences exist? From a linguistics standpoint,
no dialect is inherently more or less intelligible.
The main factor which determines how well a lis-
tener understands a dialect is the amount of expo-
sure they have had to it (Clarke and Garrett, 2004;
Sumner and Samuel, 2009); with sufficient expo-
sure, any human listener can learn any language
variety. In addition, earlier research that found
lower WER for female speakers shows that cre-
ating such ASR systems is possible (Goldwater et
al., 2010; Sawalha and Abu Shariah, 2013). Given
that there is also a difference between dialects,
these differences are most likely due to something
besides the inherent qualities of the signal.

One candidate for the cause of these differ-
ences is imbalances in the training dataset. Any
bias in the training data will be embedded in a
system trained on it (Torralba and Efros, 2011;
Bock and Shamir, 2015). While the system be-
hind YouTube’s automatic captions is propriety
and it is thus impossible to validate this suppo-
sition, there is room for improvement in the so-
cial stratification of many speech corpora. Li-
brevox, for example, is a popular open-source
speech data set that “suffers from major gender
and per speaker duration imbalances” (Panayotov
et al., 2015). TIMIT, the most-distributed corpora
available through the linguistic data consortium,
is balanced for speaker dialect but approximately
69% of the speech in it comes from male speak-
ers (Garofolo et al., 1993). Switchboard (God-
frey et al., 1992) undersamples women, Southerns
and non-college-educated speakers. Many other
popular speech corpora such as the Numbers cor-
pus (Cole et al., 1995) or the AMI meeting corpus
(McCowan et al., 2005) don’t include information
on speaker gender or dialect background. Taken
together, these observations suggest that socially
stratified sampling of spekaers has historically not
been the priority during corpus construction for
computational applications.

One solution to imbalanced training sets to fo-
cus on collecting unbiased socially stratified sam-
ples, or at the very least documenting the ways in
which samples are unbalanced, for future speech
corpora. This is already being addressed in the
data collection of some new corpora such as the
Automatic Tagging and Recognition of Stance
(ATAROS) corpus (Freeman et al., 2014).

This does not help to address existing imbal-
ances in training data, however. One way of do-

ing this is to include information about speaker’s
social identity, such as the geographic location
of the speaker (Ye et al., 2016) or using gender-
dependent speech recognition models (Konig and
Morgan, 1992; Abdulla and Kasabov, 2001).

Regardless of the method used to correct biases,
it is imperative that the NLP community work to
do so. Robust differences in accuracy of auto-
matic speech recognition based on a speaker’s so-
cial identity is an ethical issue (Hovy and Spruit,
2016). In particular, if NLP and ASR systems
consistently preform worse for users from disad-
vantaged groups than they do for users from priv-
ileged groups, this exacerbates existing inequali-
ties. The ideal would be for systems to preform
equally well for users regardless of their sociolin-
guistic backgrounds.

Differences in performance derived from speak-
ers’ social identity is particularly concerning given
the increasing use of speech-analysis algorithms
during the hiring process (Shahani, 2015; Morri-
son, 2017). Given the evidence that speech anal-
ysis tools preform more poorly on some speakers
who are members of protected classes, this could
legally be discrimination (Ajunwa et al., 2016).
Error analyses that compare performance across
sociolinguistic-active social groups, like the one
presented in this paper, can help ensure that this
is not the case and highlight any imbalances that
might exist.
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Abstract

This paper examines the impact of the EU
General Data Protection Regulation, in the
context of the requirement from many re-
search funders to provide open access re-
search data, on current practices in Lan-
guage Technology Research. We analyse
the challenges that arise and the oppor-
tunities to address many of them through
the use of existing open data practices
for sharing language research data. We
discuss the impact of this also on cur-
rent practice in academic and industrial re-
search ethics.

1 Introduction

Language Technology (LT) research is facing an
unprecedented confluence of issues in the man-
agement of experimental data. The EU’s adop-
tion of the General Data Protection Regulation
(GDPR) (European Parliament and Council of
the European Union, 2016) imposes new require-
ments for tracking informed consent for the us-
age of personal data that may impact all European
LT research significantly. National guidelines now
need to be established on how GDPR applies to
scientific data, and given the large penalties in-
volved, this uncertainty presents significant insti-
tutional risk for those undertaking research with
the unanonymised or unanonymisable data often
needed in LT research.

In addition, the European Commission (EC)
and other research funding bodies increasingly en-
courage open science practices. The aim is to pub-
lish research data alongside research papers in or-
der to reduce the cost of obtaining research data
and improve the repeatability, replicability and re-
producibility of research. While this is a posi-
tive move for the quality and integrity of LT re-

search, it must respect the needs of data protection
legislation, including different EU member states’
implementation of GDPR, and the data protection
regimes in jurisdictions outside the EU. These may
greatly complicate and delay the benefits of open
science policies. This paper reviews these trends
and aims to distil the issues that researcher insti-
tutes as well as national and transnational research
bodies need to face in the coming years to effec-
tively manage research data amid these parallel
and sometime conflicting needs. In particular, we
highlight the interdependency between these is-
sues and how those who manage research ethics
will need to react.

2 GDPR and LT Research Data

As Hovy and Spruit (2016) point out, language
data contains latent characteristics of the person
producing it, and language technology therefore
has the inherent potential to expose personal char-
acteristics of the individual. Coulthard (2000)
notes that identification of authors is very difficult
from linguistic data alone, but has been success-
ful when accompanied by metadata “information
which massively restricts the number of possible
authors”. This presents a distinct data protection
challenge for the sharing and reuse of language re-
sources as they are difficult to reliably anonymise
and in some cases can already be used as a bio-
metric.

As the sharing of language resources is an es-
tablished feature of LT research internationally we
must carefully examine the provisions coming into
force in the EU with the introduction of GDPR. As
an example we can consider research conducted
into the productivity changes to translator practice
resulting from the use of LT. Translation mem-
ory (TM) data is often used for MT training, al-
though identifying metadata is almost always re-
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moved beforehand. Measures to retain the meta-
data in order to strengthen copyright claims in
respect of translators, as suggested by Moorkens
et al. (2016), would create a risk of data breach
under the terms of GDPR. This means that one
possibility for extending human translator earn-
ings will almost definitely become an impossibil-
ity for creators of MT systems. Machine transla-
tion (MT) is another popular LT technique use in
translation practice. The impact of MT is being
increasingly assessed through detailed analyses of
keystroke logs of translators making corrections to
such translations. These logs may also be pub-
lished to accompany such studies (Carl, 2012), but
are known at the level of keystroke timings to pos-
sess biometric signals that can identify the transla-
tor. Another growing practice is translation dicta-
tion using automated speech translation. Here, re-
peatable studies may involve the sharing of record-
ings and transcripts of spoken translation, where
again speech recording could be used to identify
the speaker.

2.1 What is the GDPR?

The GDPR is an EU Regulation, adopted in April
2016 and due to come into force in May 2018. It
addresses protection of people with regard to the
processing and free movement of personal data,
replacing the 1995 Data Protection Directive. The
GDPR (Article 4) defines Personal Data as “in-
formation relating to an identified or identifiable
natural person”, who it refers to as a Data Sub-
ject. An identifier for the Data Subject may be a
name, an identification number, location data, an
online identifier or “one or more factors specific to
the physical, physiological, genetic, mental, eco-
nomic, cultural or social identity” of the Data Sub-
ject. It is these latter factors that perhaps lie latent
in language resources and data that is increasingly
subject to analysis by language technologies, such
as samples of utterances from specific data sub-
jects.

The organisation that collects and uses personal
information is the Data Controller, and bears the
primary responsibility for implementing the pro-
visions of GDPR. This role would be conducted
by research institute which will be responsible for
GDPR on many forms of personal data (e.g. stu-
dent, staff and alumni records) beyond that gen-
erated by research. Other organisations in receipt
of personal data from a controller is known as a

Data Processor, and in LT research this would cor-
respond to other research organisations receiving
and reusing research data from the controller. The
potential penalties for a data breach fall within two
categories with differing maximum fines. A fine of
up to 20 million or 4% of turnover (whichever is
greater) may be imposed for failure to adhere to
basic principles for processing, including condi-
tions for consent (Articles 5, 6, 7 and 9), infring-
ing on the rights of Data Subjects (Articles 20, 21,
22), or improper international data transfers (Arti-
cles 44-49). Other failures to comply, such as by
failing to obtain proper consent for childrens’ data,
to keep sufficient records, or to apply proper safe-
guards, may result in a fine of up to 10 million or
2% of turnover (whichever is greater). Both Data
Controllers and Data Processors may be consid-
ered liable for the security of personal data, and
any data breach must be reported within 72 hours.

The GDPR explicitly encompasses
pseudonymised data, which would require
additional information (stored separately) to
identify the Data Subject. This would include, for
example, TM data with a translation unit ID that
can be attributed to an individual. Personal data
should be retained for a period no longer than is
necessary to accomplish the purpose for which
it was collected. However long-term archiving
is permitted if this is in the public interest for
scientific and historical research purposes, or
statistical purposes, providing that there are some
safeguards. These exemptions for research aim
to reconcile privacy with data-driven innovation
and the public good that may result. The GDPR
states that the designation of scientific research
should be “interpreted in a broad manner” in-
cluding technological development, fundamental
research, applied research and privately funded
research. Importantly, therefore, consideration
of GDPR exemptions for LT research may have
widespread implications for industry as well as
for academia. GDPR might not apply to data
processing where the focus is not on “personal
data, but aggregate data” and is statistical rather
than referring to a particular individual. Where
personal data is processed however, separate
consents are required for different processing
activities. However, providing that safeguards
are implemented, secondary processing and
processing of sensitive categories of data may
be permitted for research purposes where data
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has been collected lawfully. Article 89, which
addresses exemptions for scientific research that,
states these safeguards should include technical
and organisational measures to protect data,
following the principle of data minimisation, and
may include pseudonymisation or anonymisation
where possible or appropriate. As discussed above
however, these mechanisms may not be adequate
for protecting data subject identity in the sharing
and reuse of language resources. Significantly, the
precise nature of the safeguard required by Article
89 are left for EU member states to legislate on
(Beth Thompson, 2016). So while this enables
interpretation of GDPR that aligns with existing
national standards for research data, different
interpretations may impede efforts to share and
reuse experimental data internationally if differing
GDPR enforcement regimes emerge.

3 Requirements of Open Science

The requirement for open access research publica-
tion of the results of publicly funded research has
become common practice in recent years. How-
ever the central importance of data in all empiri-
cal research, in addition to the growth of big data
research approaches, has heightened the call for
common policies on publishing and sharing re-
search data associated with a publication (of Eu-
ropean Research Universities, 2013).

Major research funders, including the EC, have
widened their guidelines on open science to now
address open research data (European Commis-
sion, 2016). The aim in doing so is to make it eas-
ier for researchers to: build on previous research
and improve the quality of research results; col-
laborate and avoid duplication of effort to improve
the efficiency of publicly funded research; acceler-
ate progress to market in order to realise economic
and social benefits; and involve citizens and soci-
ety. It is anticipated that EC-funded projects will
transition from optional involvement in open data
pilots to working under a stronger obligation to
provide open access to research data. This how-
ever has to be provided within the constraints of
EU and national data regulations, now including
GDPR. Initiatives such as the Open Access Infras-
tructure for Research in Europe (OpenAIRE)1 pro-
vide additional information and support on linking
publications to underlying research data, and is de-
veloping open interfaces for exchange between re-

1https://www.openaire.eu/

search data repositories. However, for such open
access to work at scale, improved level of inter-
operability will be required for the meta-data as-
sociated with data sets made availalbe through
different institutional research data repositories.
Such meta-data interoperability is needed to sup-
port the aggregation, indexing and searching of
experimental data from different repositories so
that researchers can find suitable data with less
effort. Further, reflecting data protection and re-
search ethics properties in such meta-data will also
reduce the effort required to ensure that reusing
experimental data from another source does not in-
cur data protection compliance risks.

3.1 Open Data for Open Science
In parallel to other initiatives, Linked Open Data
based on open data standards of the World Wide
Web Consortium is being adopted as a common
means for sharing all types of data between organ-
isations, with strong uptake reported in the public
sector. Linked Open Data is based upon the prin-
ciple of interlinking resources and data with stan-
dardised Resource Description Framework (RDF)
and Uniform Resource Identifiers (URIs) that can
be read and queried by machines through powerful
standardised querying mechanisms (Bizer et al.,
2009).

Open RDF-based data vocabularies such as
DCAT 2 help in expressing authorship of research
data sets, while ODRL vocabulary3 can express
usage rights and licensing. The provenance of
an experiment, in terms of which people and pro-
grammes performed which actions on which re-
sources at what time, can be captured and mod-
elled using the PROV4 family of data vocabular-
ies. Garijo et al. (2014) build on these standards
to propose an open data format for recording both
the sequence of experimental steps and the data
resources passing between them. This would al-
low the publication and discovery of experimental
descriptions with specific metadata (such as usage
rights or data subject consent) associated with spe-
cific data elements.

Experiential description using these open vo-
cabularies can be collected or aggregated to form
linked repositories such as those supported by
OpenAire and Linghub5, which are being piloted

2http://www.w3.org/TR/vocab-dcat/
3http://www.w3.org/TR/odrl/
4http://www.w3.org/TR/prov-0/
5http://linghub.lider-project.eu
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for language resources. Existing research for these
standard vocabularies has provided best practice
for publishing data sets’ metadata as linked open
data (Brummer et al., 2014). The machine read-
able nature of metadata can make it easy for an
automated system to verify the correctness of the
data, or perform other operations such as check-
ing of data formats, completeness of metadata
and the provenance of data used (Freudenberg et
al., 2016). This approach is amenable to exten-
sion with domain-specific experimental metadata,
such as the machine learning metadata proposed
in the MEX vocabulary (Esteves et al., 2015). The
LT research community has already developed a
schema, termed META-SHARE (Piperidis, 2012),
for language resource metadata that shares many
characteristics with the OpenAire scheme. The
META-SHARE schema has also been mapped
onto RDF with relevant attributes mapped to spe-
cific properties from the standard vocabularies
previously mentioned, and is used by LingHub as
an aggregation source (McCrae et al., 2015).

4 Discussion

Combining the emerging imperative of GDPR
compliance and data science poses the following
challenges for organisations undertaking LT re-
search and concerned with research ethics. Firstly
the encouragement by funders for researchers to
provide open access to experimental data must be
tempered by the overriding legal requirements of
GDPR compliance. While GDPR offers deroga-
tion of certain rights when dealing with personal
data for the purposes of scientific research, this
does not remove the obligation for research per-
forming organisations in the EU to demonstrate
their conformance to GDPR, to conduct data pro-
tection impact assessments, and to ensure that the
appropriate safeguards for the derogation are in
place, especially in cases where anonymisation of
experimental data is not possible.

In GDPR terms, a data processor receiving data
from an LT experiment will need to know the
terms of consent agreed to by the data subject in
giving the primary data collector permission to use
their personal data for a stated purpose. This will
enable the receiving party to assess whether the
purpose to which they now intend to put the data
is compatible with that consent. Given that infor-
mation, the receiving data processor would also
need to give an undertaking that it will only per-

form processing of that data for purposes that are
compatible with that consent.

This will mean therefore that exchange of LT
research data with latent personal features can-
not proceed without an appropriate contract on the
usage of this data being signed and recorded for
GDPR compliance purposes. It should also in-
clude an undertaking by the data processor not to
attempt the identification of natural persons from
the data, including through analysis in aggregation
with other data. This goes beyond the standard
form license agreements already in place for reuse
of language resources, e.g. the META-SHARE li-
cences 6, which focus mostly on issues of copy-
right ownership and usage conditions related to
attribution or, in some cases, to compensation.
To avoid GDPR unduly impeding the sharing and
reuse of experimental data, we recommend that
bodies such as the EC and ELRA develop stan-
dard form contract terms for the reuse of research
data that the LT research community can use in
documenting this aspect of GDPR compliance.

GDPR, in Recital 33, acknowledges that it “is
often not possible to fully identify the purpose
of personal data processing for scientific research
purposes at the time of collection”. It allows data
subjects to provide consent to only specific parts of
a research activity “when in keeping with recog-
nised ethical standards for scientific research”.
This highlights the fact that good practice in re-
search ethics already incorporates many features
now formalised in GDPR, i.e. the need for a clear
explanation of the data collection and processing
purposes; the explicit gathering of informed con-
sent and the option of the data subject to with-
draw from any part of the research activity at any
time. If EU proposals for ePrivacy (European Par-
liament and Council of the European Union, 2017)
move on to become a regulation, the data subject
will have more control over whether data may be
repurposed by being offered “the option to prevent
third parties from storing information on the termi-
nal equipment of an end user or processing infor-
mation already stored on that equipment” (Article
10). Key to data subjects exercising such control
over the processing of personal data is their full
understanding of the scientific research purposes
to which their data will be subject.

Further research is required to assess the com-
prehensibility of plain language descriptions of

6http://wizard.elda.org/
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purpose typically used by researchers for data sub-
jects. The META-SHARE schema, for example,
supports a ’purpose’ attribute, but it is populated
with names of different areas of LT research that
are unlikely to be accessible to data subjects. Fur-
ther, more applied research, perhaps conducted by
industry, may be conducted with the known in-
tention of supporting new service features, e.g.
personalisation, targeted marketing, or differential
pricing. As these are of direct concern to the data
subject, such intentions should not be concealed
by statements of purpose related to the broader
generation of knowledge when seeking informed
consent. From such research, the LT community
and research institutes should seek to find clas-
sifications of purpose that are both accessible to
data subjects and convey the differences in pur-
pose of basic and applied research. Current rules
and practices on academic research ethics tend to
vary from institution to institution, with the in-
tention of protecting participants and researchers
by making clear the purpose of data collection,
and requesting explicit consent to use personal
data for that purpose. Researchers may have to
make an undertaking with regard to data protec-
tion, but there is rarely any follow-up to ascer-
tain whether the data has been stored or destroyed
as promised. In contrast, GDPR compliance will
require rigorous organisational and technical sys-
tems for record keeping and tracking the use to
which data is put by data processors, including
data transfer to processors in other institutes and
other jurisdictions. Further, much LT research data
processing involves secondary processing of in-
dustrial data, such as TMs or glossaries. As these
are not collected from directly from experimental
data subjects but via industrial processes, this data
is collected, stored, retained, and shared without
a reliable trace of research ethics clearance. Fur-
ther, as LT research is increasingly undertaken by
large companies with access to vast data-sets of
customer information, the resulting experimental
data is typically not subject to the a priori scrutiny
of institutional review boards or ethics commit-
tees as is common with publicly funded research.
This disparity between public and private norms
for undertaking research ethics may create barri-
ers to research collaboration and impede the pro-
gression of reproducable research results into the
public domain. An opportunity therefore exists for
the LT research community to better leverage open

data standards tracking the transfer and use of per-
sonal data in a way that can support GDPR com-
pliance checking. Use of open data standards that
capture the detail of data processing workflows
may be annotated to better record the processes
by which: informed consent is gathered from in-
dividual data subjects; their individual objections
to specific uses of personal data is handled and the
purposes to which personal data is put is audited.
Consent must be first collected, then stored and
processed for checking compliance with data pro-
cessing.

Consent can be modified. The modification can
be initiated by the data subject or due to change
of context the controller can re-solicit for consent
that can lead to modification of consent. Consent
can be revoked. After revocation, the data may
be archived for the time necessary for research re-
sult verification and finally destroyed. Further re-
search is needed on how to annotate open experi-
mental workflow provenance records with details
of consent management and its impact on the life-
cycle management of the subject’s data. A pos-
sible benefit of an open data approach, is that it
may allow individual institutes to publish the at-
tributes of their differing ethics review processes,
allowing collection and analysis of variations that
may assist in normalising standards. This will also
allow those reusing others’ data to be reassured
that it was collected under ethical standards with
which they are familiar. Ultimately this could re-
sult is a simple badge system, similar to that em-
ployed for creative commons, that could simplify
the selection of LT research data according to the
compatibility of research ethics and data protec-
tion protocols under which it was produced with
those sought by the research hoping to use that
data. Design of such a seal for reuse of experimen-
tal data could benefit from the work already under-
way in developing data protection seals 7 given the
overlap between research ethics protocols and the
informed consent requirements of GDPR.
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Abstract
Shared tasks are increasingly common in
our field, and new challenges are sug-
gested at almost every conference and
workshop. However, as this has become
an established way of pushing research
forward, it is important to discuss how
we researchers organise and participate in
shared tasks, and make that information
available to the community to allow fur-
ther research improvements. In this pa-
per, we present a number of ethical issues
along with other areas of concern that are
related to the competitive nature of shared
tasks. As such issues could potentially
impact on research ethics in the Natural
Language Processing community, we also
propose the development of a framework
for the organisation of and participation in
shared tasks that can help mitigate against
these issues arising.

1 Introduction

Shared tasks are competitions to which re-
searchers or teams of researchers submit systems
that address specific, predefined challenges. The
competitive nature of shared tasks arises from the
publication of a system ranking in which the au-
thors of the systems achieving the highest scores
obtain public acknowledgement of their work. In
this paper, we discuss a number of ethical issues
and various other areas of concern that relate to
the competitive nature of shared tasks. We then
move to propose the creation of a common frame-
work for shared tasks that could help in overcom-
ing these issues.

The primary goal of shared tasks is to encourage
wider international participation in solving partic-
ular tasks at hand. A second objective is to learn

from the competing systems so that research can
move forward from one year to the next, or to es-
tablish best practices as to how to tackle a particu-
lar challenge.

Over the past few years, the organisation of
and participation in shared tasks has become more
popular in Natural Language Processing (NLP),
speech and image processing. In the field of NLP
study, researchers now have an array of annual
tasks in which they can participate. For exam-
ple, several shared tasks are organised at the Con-
ference on Natural Language Learning (CoNLL),1

the Conference and Labs of the Evaluation Forum
(CLEF),2 or the International Workshop on Se-
mantic Evaluation (SEMEVAL).3 For those work-
ing on a topic that proves to be particularly chal-
lenging, it has also become a trend to propose a
new shared task co-located at a related conference
or workshop in order to encourage contributions
from the wider community to address the problem
at hand. The NLP community has seen a rapid in-
crease in the number of shared tasks recently, with
many repeated periodically while others have been
organised only once. During all collocated work-
shops at ACL 2016 alone, a total of 9 new shared
tasks were proposed, along with others held annu-
ally. The 2016 Conference on Machine Transla-
tion (WMT16), for instance, offered 6 shared tasks
already held in previous years along with 4 new
ones.4

A distinctive feature of shared tasks is their
integral competitive nature. In the field of re-
search ethics, the factor of competition in research
projects has been shown to have potentially nega-
tive ethical consequences for upholding research

1http://www.signll.org/conll
2http://www.clef-initiative.eu/
3http://alt.qcri.org/semeval2016/
4http://www.statmt.org/wmt16/
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integrity and the open character of scientific re-
search. For instance, McCain (1991) has argued
that increased competition for funding and pub-
lications in the field of genetics has resulted in
undesirable ‘secretive’ behaviour of scientists, of
refusal to provide access to data sets or conflicts
about ownership of experimental materials. Addi-
tionally, Mumford and Helton (2001) argued that
the negative perception among researchers of the
intentions of their competitors might invoke un-
ethical behaviour. These are serious consequences
of elements of competition on the work of re-
searchers. However, to date, little attention seems
to have been paid to preventing these problems
from arising in the organisation of shared tasks in
NLP research.

With the experience gathered in our commu-
nity thanks to the organisation of shared tasks over
the past 30 years, we believe the time is right to
initiate an open discussion on a common ethical
framework for the organisation of shared tasks, in
order to reduce the potential negative ethical con-
sequences of their competitive character. Such dis-
cussions should be held in the spirit of trying to
globally establish – as a research community –
which ethical issues should be tackled and con-
sidered across all shared tasks; the purpose of this
paper is not to criticise how any particular shared
task is or has been organised thus far in the field.

The remainder of this paper is organised as fol-
lows: Section 2 is devoted to an overview of the
role of shared tasks in NLP, including their defi-
nition, importance as well as particular issues in
the existing shared tasks in our field. Section 3
is devoted to a discussion on the potential nega-
tive ethical impacts of the factor of competition
that is insufficiently regulated, and finally Section
4 proposes steps towards the creation of a common
framework for the organisation of shared tasks in
NLP that assists at overcoming the ethical issues
we identify.

2 Shared Tasks in NLP

As mentioned in Section 1, shared tasks are com-
petitions to which researchers or teams of re-
searchers submit systems that address a particular
challenge. In the field of NLP, the first shared tasks
were initiated in the United States by NIST in
collaboration with DARPA (Mariani et al., 2014).
Paroubek et al. (2007) report that the first shared
tasks – then called evaluation campaigns – focused

on speech processing and started in 1987.5

In 1992, new initiatives focused on the field
of text understanding under the umbrella of
the DARPA TIPSTER Program (Harman, 1992).
Since then, researchers in NLP have experienced
how this type of benchmarking for NLP tools and
systems has become a tradition in many sub-areas.
In fact, some of the current annual shared tasks
date all the way back to 1998 and 1999 when the
first SEMEVAL (then called SENSEVAL-1)6 and
CONLL7 were organised.

Typically, shared tasks consist of 4 distinct
phases (Paroubek et al., 2007):

1. Training phase,

2. Dry-run phase,

3. Evaluation phase, and

4. Adjudication phase.

During the training phase, participants are pro-
vided with data to calibrate and train their sys-
tems. Such systems are subsequently used to pro-
cess a blind test set during the dry-run phase, and
their results are evaluated against a ‘gold standard’
previously prepared by the shared task organisers.
In the adjudication phase, participants are asked
to raise any issues observed during the evaluation
and validate the obtained results.

2.1 Why are shared tasks important in our
field?

Shared tasks are important because they help boost
the pace of development in our field and encour-
age a culture of improving upon the state-of-the-
art. Shared tasks have an additional advantage: by
using the same data, all systems can be evaluated
objectively and comparisons across systems could
be made easier.

At the same time, some best practices and de
facto standards have evolved from shared tasks,
e.g. the widely used CoNLL format used in pars-
ing and many other NLP tasks, and the splitting
of German compounds in MT proposed by Koehn
and Knight (2003).

A by-product of these shared tasks are the new
datasets that are made available for use by the

5See Pallett (2003) for an overview of these first shared
tasks and the role that NIST played in them.

6http://www.senseval.org/
7http://www.cnts.ua.ac.be/conll99/npb/
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wider research community. Shared tasks encour-
age the development of new resources and also
encourage innovative approaches to data collec-
tion. Moreover, provided the data is made avail-
able, any researcher can measure the performance
of their system against past shared task data. It
is also possible for any researcher outside one
shared task (possibly investigating different top-
ics) to use the publicly available shared task data
after the event to benchmark new systems or appli-
cations, and allow for replication of experiments,
e.g. Mate Tools development reported evaluations
based on datasets from the CoNLL 2009 Shared
Task (Bohnet, 2010).

Shared tasks with a large number of partici-
pants can also indicate the need to tackle a partic-
ular problem, or point to challenges that are par-
ticularly attractive for the NLP research commu-
nity. The participation of industry-based teams in
shared tasks shows that some of them are relevant
beyond the academic research community.

Taken together, shared tasks have proven them-
selves to be very effective in incentivising re-
search in specialised areas, but they come at a
cost: organisers need to prepare the datasets well
in advance, define the evaluation criteria, gather
enough interest for participation, rank the submit-
ted systems, and so on. At the same time, there is
little information sharing among shared tasks that
would allow organisers to benefit from the expe-
rience of others. As a result, shared tasks vary
greatly in the way they are organised, how the
datasets are shared, and the type of information
(and data) which is available to participants and
the research community both before, during, and
after the evaluation.

2.2 Variability across shared tasks

Depending on the task at hand, shared tasks are or-
ganised in different ways. In some cases (such as
the MT shared tasks), no annotated data is needed,
and thus only aligned bilingual data is used.

In others, prior to the shared task, the organis-
ers create annotated data that will be distributed
to all participating teams to allow them to pre-
pare their systems for the task. Such annotated
data is used with two main aims: (i) adjusting to
the format required for submissions, and (ii) al-
lowing researchers to explore the data to develop
automatic systems, either rule-based or machine-
learning based, so that they are able to perform the

task on unseen data.
In some cases, the shared task organisers will

distinguish between two different tracks for the
same shared task depending on the source of the
data being used to train the systems. In most cases,
all teams in an evaluation test their systems on the
same datasets to allow for easier across-the-board
comparisons (‘closed’ track). Other shared tasks
allow for the inclusion of additional data by indi-
vidual teams (‘open’ track). In these ‘open’ tracks,
the inclusion of other data is not necessarily veri-
fied and based on a trust system. It is worth not-
ing that, to date, this system has worked well and,
to the best of our knowledge, there have been no
known issues of mistrust in NLP shared tasks.

Depending on the type of shared tasks, differ-
ent evaluation methodologies will be used, rang-
ing from purely automatic metrics, such as preci-
sion and recall for many of the shared tasks focus-
ing on Information Retrieval, to human evaluation,
such as the ranking of MT outputs or automati-
cally generated text.8

3 Potential ethical issues concerning the
competitive nature of shared tasks

As we have seen in the previous section, there is
currently a great variability and a lack of standard-
isation in the organisation of shared tasks. Be-
cause shared tasks have become an important part
of the scientific research in NLP, a certain level
of standardisation is nonetheless required in or-
der to safeguard satisfactory levels of scientific in-
tegrity and openness of scientific research. This
standardisation in the organisation of shared tasks
is needed specifically to mitigate potential nega-
tive ethical impacts of their competitive character.
With a view to proposing a standard approach to
shared task organisation, in this section, we dis-
cuss the potential negative ethical impacts of com-
petition in scientific research and subsequently il-
lustrate this by addressing potentially problematic
aspects of the organisation of shared tasks in NLP.

3.1 Ethical issues arising from competition in
scientific research

Competition is a factor in scientific research that is
not limited to the field of NLP. In the organisation
of contemporary science, competitive schemes for

8Paroubek et al. (2007) offer a good overview of the or-
ganisation of shared tasks and the different types of evalua-
tion that one may come across.
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scientific positions, publication possibilities or re-
search funding are increasingly influential. How-
ever, shared tasks are distinctive from traditional
forms of research, such as the writing of individ-
ual research papers or the organisation of exper-
iments in a closed research project, because the
element of competition is integral to the research
activity. In other words, shared tasks not only take
place within a competitive context, they are com-
petitions per se.

For this reason, the effects of competition on the
conduct of researchers should be taken seriously.
As Anderson et al. (2007, p. 439) argue: “the rela-
tionship between competition and academic mis-
conduct is a serious concern”. A number of neg-
ative ethical impacts of competition in scientific
research are discussed in the literature on research
ethics. We suggest that the NLP community could
draw on previous experiences and studies in the
wider scientific community. We present three of
the most important ones:

• Secretive behaviour. This effect of competi-
tion results from the tendency of researchers
to give themselves an unfair competitive ad-
vantage in terms of knowledge concerning
the research challenge at hand. McCain
(1991) suggests that this behaviour can have
several concrete forms, such as the unwill-
ingness to publish research results in a timely
fashion, refusal to provide access to data sets
and conflicts concerning the ‘ownership’ of
experimental materials.

• Overlooking the relevance of ethical con-
cerns. Another effect of competition is the
tendency of the teams competing to overlook
the relevance of ethical concerns in their re-
search. As Mumford and Helton (2001) ex-
plain, this might have the form of disregard-
ing ethical concerns in general, or specifi-
cally with regard to one’s own work while
anticipating the potential ethical misconduct
of others (“if they can do it, why shouldn’t
we?”). This can lead to careless – or ques-
tionable – research conduct.

• Relations with other scientists. Because the
stakes in competitions can be very high (they
might result in further or decreased research
funding, or in opening up or closing off of
future career paths), competitions might have
negative impacts on the relations between

peers (Anderson et al., 2007). This might
lead researchers to have the tendency to be-
have unethically with regards to their peers
in order to preserve or strengthen their repu-
tation.

3.2 Potential negative effects of competition
in shared tasks in NLP

The motivation for involvement in shared tasks has
evolved somewhat over the recent past. Many re-
searchers in MT, for example, will participate in
the annual shared tasks organised at WMT, where
there is a ranking of the best systems for a pro-
posed task. Participation and success in tasks
such as these are often used to demonstrate re-
search excellence to funding agencies. At the
same time, performance of the systems may also
have a greater impact on the funding for a com-
plete research area (not only for individual teams
or institutions). We only need to look back to
the notorious ALPAC report (Pierce and Carroll,
1966), whose consequences for research funding
in the US for MT were devastating for a consider-
able period. Such funding-related motivation can
in turn lead to increased competitiveness.

When we revisit the shared tasks within NLP,
the potential negative ethical impacts of competi-
tion identified in the literature on research ethics
can also be found in this field. Here, we discuss
the main issues identified which require mecha-
nisms to be established by our community to pre-
vent them from happening.

• Secretiveness. Competitiveness can some-
times lead to secretiveness with respect to
the specific features used to tune a system
to ensure that the best methods and/or ap-
proaches stay in the same institution/team.
Participants usually submit their system de-
scriptions to the shared task, in the form of
presentations and research papers. However,
the way in which such systems are described
may vary greatly, as one can always choose
a more abstract higher-level description to
avoid ‘spilling the beans’ about the method-
ology applied, and retaining the knowledge
rather than sharing it.

• Unconscious overlooking of ethical con-
cerns. Leading on from the secretiveness is-
sue raised above, teams may unintentionally
be vague in reporting details of their systems’
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parameters and functionality solely on the ba-
sis that other teams have also previously re-
ported in this way. Such practice can simply
arise from the existence of convention in the
absence of guidelines or standards.

• Potential conflicts of interest. Finally, an-
other potential ethical issue is related to or-
ganisers or annotators being allowed to par-
ticipate in the shared task in which they are
involved. Again, while some find it unethical
to participate in their own shared task, oth-
ers disagree, and the community trusts that
in such cases the organisers trained their sys-
tems under the same conditions as the rest of
the participants, i.e. they did not take advan-
tage of prior access to data and did not train
their systems for a longer period of time, or
have a sneak peak at – or hand-select for op-
timal performance – the test data to improve
their system’s performance and cause it to
be highly ranked. Both points of view are
perfectly valid, and in some cases even jus-
tified, e.g. teams working on (usually low-
resourced) languages for which they them-
selves are one of the few potential partici-
pants for those languages. While the overlap
of organisers, annotators and participants has
not yet revealed itself to be a major issue in
our field, and the goodwill and ethical con-
duct of all involved is generally trusted, it is
worth considering the establishment of meth-
ods for minimising the risk of this happening
in the future. One such measure could be for
the organisers to explicitly state whether the
overlap is likely to happen.9

Subsequently, we have identified a number of
other potential conflicts with the objectivity and
integrity of research that may arise from the com-
petitive nature of shared tasks in NLP. Whether in-
tentional or unintentional, these issues are worth
considering when developing a common frame-
work for the organisation of and participation in
shared tasks:

• Lack of description of negative results. The
fact that negative results are also informa-
tive is something that no researcher will deny.

9This type of overlap was highlighted by the organis-
ers of the PARSEME shared task at the 13th Workshop on
Multiword Expressions (MWE 2017): http://bit.ly/
2jPsu2n.

However, as shown by Fanelli (2010), re-
searchers have a tendency to report only pos-
itive results. He claims that this may be
because they “attract more interest and are
cited more often”, adding that there is a be-
lief that “journal editors and peer reviewers
might tend to favour them, which will further
increase the desirability of a positive outcome
to researchers”.

Furthermore, with PhD students being
pressed to publish in the top conferences in
their fields, they may be reluctant to sub-
mit systems that do not report on positive re-
sults. As a result, while we always discover
what worked for a particular task, we are
not usually told what did not work, although
that may be of equal or (even) greater impor-
tance than the methodology that worked, as it
would help others to avoid repeating the same
mistake in the future. In fact, it may be the
case that the same approach has been tested
by different institutions with no success and
that we are incurring a hidden redundancy
that does not help us to move forward as a
field. In order to prevent these issues from
occurring, we should design mechanisms that
incentivise the publication of negative results
and more thorough error analysis of systems

Similarly, it may be the case that although it
is highly desirable that industry-based teams
participate in a shared task, some may be
reluctant to do so on the basis of the nega-
tive impact that this may have for their prod-
uct if it does not end up among the first
ranked. Thus, rather than strengthening the
academia-industry relationship and learning
from each other, we risk making the gap be-
tween the two bigger rather than bridging
it. Should we not address this and establish
mechanisms that encourage industrial teams
to participate in shared tasks without such as-
sociated risks?

• Withdrawal from competition. Some
teams may prefer to withdraw from the com-
petition rather than participate if they fear
that their performance may have a negative
impact in their future funding: how could
research excellence on a particular topic be
argued if one’s team came last in a com-
petition? Again, mechanisms could be de-
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signed with the aim of discouraging this type
of withdrawal. For example, one possible so-
lution would be to only report on the upper
50% of the ranked systems.

• Potential ‘gaming the system’. Another
concern is the impact of the results of the
shared task beyond the shared task itself (e.g.
real-world applications, end-users). Shared
tasks are evaluated against a common test
set under the auspices of a ‘fair’ compari-
son among systems. However, as the ultimate
goal of most participating teams is to obtain
the highest positions in the ranking, there is
a risk of focusing on winning, rather than on
the task itself. Of course, accurate evaluation
is crucial when reporting results of NLP tasks
(e.g. Summarisation (Mackie et al., 2014);
MT (Graham, 2015)). As evaluation met-
rics play a crucial role in determining who
is the winner of a shared task, many partic-
ipating teams will tune their systems so that
they achieve the highest possible score for the
objective function at hand, as opposed to fo-
cusing on whether this approach is actually
the best way to solve the problem. This, in
turn, impacts directly on the real-world ap-
plications for which solving that challenge is
particularly relevant, as it may be the case
that the ‘winning’ systems are not necessar-
ily the best ones to be used in practice.

As discussed previously, some shared tasks
allow for ‘closed’ and ‘open’ variants, i.e. in
the ‘closed’ sub-task, participants use only
the data provided by the shared task organis-
ers, such that the playing field really is level
(we ignore for now the question as to whether
the leading system really is the ‘best’ system
for the task at hand, or (merely) has the best
pre-preprocessing component, for instance).
By contrast, in the ‘open’ challenge, teams
are permitted to add extra data such that true
comparison of the merits of the competing
systems is much harder to bring about.

• Redundancy and replicability in the field.
Another important issue is that, although this
should be the overriding goal, we typically
find that for any new data set – even for the
same language pair – optimal parameter set-
tings established in a previous shared task do
not necessarily carry over to the new, albeit

related challenge. This is a real problem, as
if this is the case, we should ask ourselves
what we as a field are really learning. At
the same time, our field experiences a lot of
redundancy, as we try to reimplement oth-
ers’ algorithms against which we test our own
systems. This is the case particularly when
systems participating in a shared task are not
subsequently released to the community.10

• Unequal playing field. Another potential
risk is the fact that larger teams at institu-
tions with greater processing power (e.g. bet-
ter funded research centres or large multi-
nationals) may have a clear unfair advantage
in developing better performing systems, ren-
dering the ‘competition’ as an unequal play-
ing field for researchers in general. This
could be mitigated against by establishing,
beforehand, the conditions under which sys-
tems are trained and tested for the task.

In this section, we have identified several po-
tential ethical concerns related to the organization
and participation in shared tasks. As observed, the
three issues discussed in the academic literature on
competition in research (cf. Section 3.1) appear
to be important considerations for shared tasks in
NLP. In addition, we have highlighted some other
areas of potential ethical consideration in our field
with respect to shared tasks. In the next section,
we discuss potential paths to tackle the ethical
concerns raised here.

4 Future directions

The great value of shared tasks is there for all
to see, and there is no doubt that they will con-
tinue to be a major venue for many researchers in
NLP in the future. Nonetheless, we have pointed
out several ethical concerns that we believe should
be addressed by the NLP community, and mech-
anisms created to prevent them should be also
agreed upon. At the same time, there may be other
ethical considerations that the authors have omit-
ted due to lack of knowledge about all shared tasks

10The existence of initiatives such as CLARIN11 or the re-
cent efforts made by ELDA to try to standardize even vari-
ous versions of the ‘same’ dataset, evaluation metric, or even
a particular run of an experiment show that we are shift-
ing to a new research paradigm where open data, research
transparency, reproducibility of results and a collaborative
approach to advancements in science are advocated (Peder-
sen, 2008; Perovšek et al., 2015).
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in NLP, or simply because they arose within par-
ticipation in specific shared tasks and have never
been shared with the community. Thus, we see
that a first step towards determining potential eth-
ical issues related to the organisation of and par-
ticipation in shared tasks is to conduct a survey
in our community to ensure broad contribution.
Such a survey – to be launched shortly after dis-
cussions at the 2017 Ethics in NLP workshop –
consists of two parts. The first tries to gauge the
varying requirements of shared tasks, and the sec-
ond one aims at assessing what people feel are
important factors for consideration when drawing
up a common framework for shared tasks in NLP.
This common framework will ensure greater trans-
parency and understanding of shared tasks in our
community, and prevent us from encountering the
potential negative impact of the ethical concerns
raised here.

Questions regarding past experiences related to
shared tasks (either as organisers, annotators or
participants) are included in the survey to gather
information regarding (i) best practices used in
specific shared tasks that could be extrapolated
to new ones, (ii) the type of information that is
available to participants before, during and after
the shared task, (iii) potential ethical concerns en-
countered in the past and how they were tackled,
(iv) other causes for concern from the NLP com-
munity and (v) good experiences that we should
aim at replicating.

Besides recommendations on best practice, we
envisage the creation of shared task checklists
based on the questions in the survey and their
replies. These checklists would target the organ-
isers, annotators and participating teams in shared
tasks, and would be used to state any relevant in-
formation required in each case. By subsequently
making them publicly available to the community
(e.g. at the shared task website), any participat-
ing team or researcher interested in the shared task
topic would know how specific topics were ad-
dressed in the shared task, and what information
was or will be available to them. What follows is
a non-exhaustive list of some of the items that we
foresee including in the checklist (subject to dis-
cussion and amendment):

• Participation of organisers in the shared task;

• Participation of annotators or people who had
prior access to the data in the shared task;

• Public release of the results of the participat-
ing systems after the shared task, under an
agreed license;

• Declaration of the list of contributors to a cer-
tain system at submission time;

• Anonymisation of the lower (50% ?) of sys-
tems evaluated to be referred to by name in
published results;

• ...

5 Conclusion

In this paper we have discussed a number of po-
tential ethical issues in the organisation and partic-
ipation of shared tasks that NLP scientists should
address to prevent them from arising as problems
in the future. Besides taking into account the par-
ticular features of shared tasks, we investigated the
potential ethical issues of competition in scientific
research and extrapolated such issues to the po-
tential problems that may arise in our own field.
In addition, as we believe this should be tackled
by the NLP community as a whole, we have pro-
posed the launch of a survey to gather further in-
formation about shared tasks in NLP that will help
in the development of a common framework in the
near future. This would include current best prac-
tice, a series of recommendations and checklists
as to what issues should be taken into account,
as well as what information is provided to partic-
ipants, depending on the type of shared tasks in
question.

Finally, shared tasks in our field play an essen-
tial role in NLP. They have undoubtedly helped
improve the quality of the systems we develop
across a range of NLP sub-fields, to a point where
many of them comprise essential components of
professional workflows. The system as such is not
irretrievably broken, so there may be a temptation
to not fix the issues outlined in this paper. How-
ever, we firmly believe that the field of NLP has
reached a level of maturity where some reflection
on the practices that we currently take for granted
is merited, such that our shared tasks become ever
more reliable and consistent across our discipline,
and further strides are made to the benefit of the
field as a whole as well as to the wider commu-
nity.
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Abstract

We analyze the Stanford Natural Lan-
guage Inference (SNLI) corpus in an in-
vestigation of bias and stereotyping in
NLP data. The human-elicitation proto-
col employed in the construction of the
SNLI makes it prone to amplifying bias
and stereotypical associations, which we
demonstrate statistically (using pointwise
mutual information) and with qualitative
examples.

1 Introduction

Since the statistical revolution in Artificial Intel-
ligence (AI), it is standard in areas such as nat-
ural language processing and computer vision to
train models on large amounts of empirical data.
This “big data” approach popularly connotes ob-
jectivity; however, as a cultural, political, and eco-
nomic phenomenon in addition to a technological
one, big data carries subjective aspects (Crawford
et al., 2014). The data mining process involves
defining a target variable and evaluation criteria,
collecting a dataset, selecting a manner in which to
represent the data, and sometimes eliciting anno-
tations: bias, whether or implicit or explicit, may
be introduced in the performance of each of these
tasks (Barocas and Selbst, 2016).

We focus on the problem of overgeneralization,
in which a data mining model extrapolates ex-
cessively from observed patterns, leading to bias
confirmation among the model’s users (Hovy and
Spruit, 2016). High-profile cases of overgener-
alization in the public sphere abound (Crawford,
2013; Crawford, 2016; Barocas and Selbst, 2016).

Research on the measurement and correction of
overgeneralization in NLP in particular is nascent.

* denotes equal contribution.

Stock word embeddings have been shown to ex-
hibit gender bias, leading to proposed debiasing
algorithms (Bolukbasi et al., 2016). Word em-
beddings have been shown to reproduce harmful
implicit associations exhibited by human subjects
in implicit association tests (Caliskan-Islam et al.,
2016). Gender bias in sports journalism has been
studied via language modeling, confirming that
male athletes receive questions more focused on
the game than female athletes (Fu et al., 2016). In
guessing the gender, age, and education level of
the authors of Tweets, crowdworkers found to ex-
aggerate stereotypes (Carpenter et al., 2017).

A prerequisite to resolving the above issues is
basic awareness among NLP researchers and prac-
titioners of where systematic bias in datasets ex-
ists, and how it may arise. In service of this goal,
we offer a case study of bias in the Stanford Nat-
ural Language Inference (SNLI) dataset. SNLI is
a recent but popular NLP dataset for textual infer-
ence, the largest of its kind by two orders of mag-
nitude, offering the potential to substantially ad-
vance research in Natural Language Understand-
ing (NLU). We select this dataset because (1) we
predict that natural language inference as a NLP
task may be generally susceptible to emulating hu-
man cognitive biases like social stereotyping, and
(2) we are interested in how eliciting written infer-
ences from humans with minimal provided context
may encourage stereotyped responses.

Using the statistical measure of pointwise mu-
tual information along with qualitative examples,
we demonstrate the existence of stereotypes of
various forms in the elicited hypotheses of SNLI.

2 The SNLI Dataset

Bowman et al. (2015) introduce the Stanford Nat-
ural Language Inference corpus. The corpus
was generated by presenting crowdworkers with
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a photo caption (but not the corresponding photo)
from the Flickr30k corpus (Young et al., 2014)
and instructing them to write a new alternate cap-
tion for the unseen photo under one of the follow-
ing specifications: The new caption must either be
[1] “definitely a true description of the photo,” [2]
“might be a true description of the photo,” or [3]
“definitely a false description of the photo.” Thus,
in the parlance of Natural Language Inference,
the original caption and the newly elicited cap-
tion form a sentence pair consisting of a premise
(the original caption) and a hypothesis (the newly
elicited sentence). The pair is labeled with one
of three entailment relation types (ENTAILMENT,
NEUTRAL, or CONTRADICTION), corresponding
to conditions [1–3] above. The dataset contains
570K such pairs in total.

Given the construction of this dataset, we iden-
tify two possible sources of social bias: caption
bias,1 already present in the premises from the
Flickr30k corpus (van Miltenburg, 2016), and (in-
ference) elicitation bias, resulting from the SNLI
protocol of eliciting possible inferences from hu-
mans provided an image caption. Though we rec-
ognize these sources of bias may not be as tidy and
independent as their names suggest, it is a useful
conceptual shorthand: In this paper, we are pri-
marily interested in detecting elicitation bias.

3 Methodology

We are ultimately concerned with the impact of
a dataset’s biases on the models and applications
that are trained on it. To avoid dependence on
a particular model or model family, we evaluate
the SNLI dataset in a model-agnostic fashion us-
ing the pointwise mutual information (PMI) mea-
sure of association (Church and Hanks, 1990) and
likelihood ratio tests of independence (Dunning,
1993) between lexical units.

Given categorical random variables W1 and W2

representing word occurrences in a corpus, for
each word type (or bigram) w1 in the range of W1

and for each word type (or bigram)w2 in the range

1Note that what we call caption bias may be due either
to the Flickr30k caption writing procedure, or the underly-
ing distribution of images themselves. Distilling these two
sources of bias is outside the scope of this paper, as the SNLI
corpus makes no direct use of the images themselves. Put
another way, because SNLI annotators did not see images,
the elicited hypotheses are independent of the Flickr images,
conditioned on the premises.

of W2, PMI is defined as

PMI(w1, w2) = log
P (W1 = w1,W2 = w2)
P (W1 = w1)P (W2 = w2)

.

To compute PMI from corpus statistics, we plug
in maximum-likelihood estimates of the joint and
marginal probabilities:

P̂ (W1 = w1,W2 = w2) = C(w1, w2)/C(∗, ∗),
P̂ (W1 = w1) = C(w1, ∗)/C(∗, ∗),
P̂ (W2 = w2) = C(∗, w2)/C(∗, ∗),

where C(w1, w2) represents the co-occurrence
count ofW1 = w1 andW2 = w2 in the corpus and
∗ denotes marginalization (summation) over the
corresponding variable. We wish to focus on the
bias introduced in the hypothesis elicitation pro-
cess, so we count co-occurrences between words
(or bigrams) w1 in a premise and words (or bi-
grams) w2 in a corresponding hypothesis.

For each pair of word types (or bigrams) w1 and
w2, we can check the independence between the
indicator variables Xw1 = I{W1=w1} and Yw2 =
I{W2=w2} with a likelihood ratio test. (Hereafter
we omit subscripts w1 and w2 for ease of nota-
tion.) Denote the observed counts ofX and Y over
the corpus by C ′(x, y) for x, y ∈ {0, 1}.2 The test
statistic is

Λ(C ′) =

∑
x,y

(
P̂ (X = x)P̂ (Y = y)

)C′(x,y)

∑
x,y P̂ (X = x, Y = y)C′(x,y)

.

where P̂ is the maximum likelihood estimator (us-
ing C ′), the summations range over x, y ∈ {0, 1},
and we have dropped the subscripts w1 and w2 for
ease of notation. The quantity−2 log Λ(C ′) is χ2-
distributed with one degree of freedom, so we can
use it to test rejection of the null hypothesis (in-
dependence between X and Y ) for significance.
That quantity is also equal to a factor of 2C ′(∗, ∗)
times the mutual information between X and Y ,
and the PMI betweenW1 andW2 (on whichX and
Y are defined) is a (scaled) component of the mu-
tual information. Noting this relationship between
PMI (which we use to sort all candidate word
pairs) and the likelihood ratio test statistic (which
we use to test for independence of the top word

2For example, note C′(1, 1) = C(w1, w2) and
C′(1, 0) = C(w1, ∗)−C(w1, w2); the other countsC′(0, 1)
and C′(0, 0) can also be computed in this manner.
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GENDER

woman hairdresser‡ fairground grieving receptionist widow
women actresses† husbands‡ womens‡ gossip‡ wemon‡

girl schoolgirl piata cindy pigtails‡ gril
girls fifteen‡ slumber sking‡ jumprope† ballerinas‡

mother kissed‡ parent‡ mom‡ feeds daughters

man rock-climbing videoing armband tatooes gent
men gypsies supervisors contractors mens‡ cds
boy misbehaving see-saw timmy lad‡ sprained
boys giggle‡ youths‡ sons‡ brothers‡ skip
father fathers‡ dad‡ sons† daughters plant

AGE

old ferret‡ quilts‡ knits‡ grandpa‡ elderly‡

old woman knits‡ grandmother‡ scarf† elderly‡ lady‡

old man ferret‡ grandpa‡ wrapping‡ grandfather‡ elderly‡

young giggle cds youthful‡ tidal amusing
young woman salon† attractive blow blowing feeds
young man boarder disabled rollerblades graduation skate‡

RACE/ETHNICITY/NATIONALITY

indian indians‡ india‡ native‡ traditional‡ pouring†

indian woman cooking† clothes lady using making
indian man food couple a‡ sleeping sitting
asian kimonos‡ asians‡ asain‡ oriental‡ chinatown‡

asians asian‡ food people‡ eating friends
asian woman oriental‡ indian† chinese‡ listens† customers
asian man shrimp† rice† chinese‡ businessman cooks†

white woman protesting‡ lady‡ looks women‡ was
white man pancakes‡ caucasian‡ class black† concert

caucasian blond white‡ american asian blonde
american patriotic‡ canadian‡ americans‡ reenactment‡ america‡

american woman women‡ black white front her‡

american man speaking‡ money‡ black‡ white‡ music
black woman african‡ american asian white‡ giving
black man african‡ american white‡ roller face
native american americans‡ music‡ dressed they woman
african american caucasian asian‡ speaking‡ black‡ white‡

african africans‡ africa‡ pots† receives† village†

Table 1: Top five words in hypothesis by PMI with specified words in premise, filtered to co-occurrences with a unigram with
count at least five. Queries in bold. Significance of a likelihood ratio test for independence denoted by † (α = 0.01) and ‡

(α = 0.001).

pairs), we control for the family-wise error rate us-
ing the Holm-Bonferroni procedure (Holm, 1979)
on all candidate word pairs. The procedure is ap-
plied separately within each view of the corpus
that we analyze: the all–inference-type view, EN-
TAILMENT-only view, NEUTRAL-only view, and
CONTRADICTION-only view.

The U.S. Equal Employment Opportunity Com-
mission (EEOC) characterizes discrimination by
type, where types of discrimination include age,
disability, national origin, pregnancy, race/color,
religion, and sex.3 To test for the existence of
harmful stereotypes in the SNLI dataset we pick
words and bigrams used to describe people la-
beled as belonging to each of these categories,
such as Asian or woman, and list the top five or
ten co-occurrences with each of those query terms
in the SNLI dataset, sorted by PMI.4 We omit co-
occurrences with a count of less than five. We in-
clude both broad and specific query words; for ex-
ample, we include adjectives describing nationali-
ties as well as those describing regions and races.
We also include query bigrams describing people
labeled as belonging to more than one category,
such as Asian woman. Due to space constraints,
we report a subset of the top-five lists exhibit-
ing harmful stereotypes. The code and query list
used in our analysis are available online, facilitat-
ing further analysis of the complete results.5

3https://www.eeoc.gov/laws/types/
4We use the provided Stanford tokenization of the SNLI

dataset, converting all words to lowercase before counting co-
occurrences.

5https://github.com/cjmay/snli-ethics

Preliminary results contained many bigrams in
the top-five lists that overlapped with the query—
exactly or by lemma—along with a stop word. To
mitigate this redundancy we filter the query results
to unigrams before sorting and truncating.

4 Results

We analyze bias in the SNLI dataset using both
PMI as a statistical measure of association (Sec.
4.1) and with demonstrative examples (Sec. 4.2).

4.1 Top Associated Terms by PMI

For each social identifier of interest (for exam-
ple, “woman,” “man,” “Asian,” “African Ameri-
can,” etc.) we query for the top 5 or 10 unigrams
in the dataset that share the highest PMI with the
identifier. In Table 1, the results are broken down
by gender-, age-, and race/ethnicity/nationality-
based query terms, though some query terms com-
bine more than one type of identifier (for exam-
ple, gender and race). Table 2 shows the results
for the same gender-based queries run over differ-
ent portions of SNLI, as partitioned by entailment
type (ENTAILMENT, NEUTRAL, and CONTRADIC-
TION). As described in Sec. 3, the pairwise counts
used to estimate PMI are between a word in the
premise and a word in the hypothesis; thus, query
terms correspond with SNLI premises, and the re-
sults of the query correspond with hypotheses. A
discussion of these results follows in Sec. 5.
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ENTAILMENT

women scarves† ladies‡ womens‡ wemon‡ females‡ woman‡ affection dressing chat smile†

men mens‡ guys‡ guitars cowboys† remove dock dudes workers‡ computers‡ boxers
girls cheerleaders‡ females‡ girl‡ dancers children‡ smile practice dance‡ outfits laughing
boys males‡ children‡ boy‡ kids‡ four‡ fighting† exercise play‡ pose fun

NEUTRAL

women actresses‡ gossip‡ husbands‡ womens‡ nuns† bridesmaids† gossiping‡ ladies‡ strippers purses
men lumberjacks mens‡ supervisors thieves‡ homosexual roofers reminisce† contractors groomsmen engineers‡

girls fifteen‡ slumber† gymnasts‡ cheerleading‡ bikinis† sisters‡ cheerleaders‡ daughters‡ selfies† teenage‡

boys skip† sons‡ brothers‡ twins‡ muddy trunks† males† league‡ cards recess†

CONTRADICTION

women womens† wemon bikinis‡ ladies‡ towels females‡ politics dresses‡ discussing men‡

men dudes mens‡ motel‡ gossip surfboards wives caps sailors floors helmets
girls sking‡ boys‡ 50 brothers sisters dolls† pose opposite phones hopscotch
boys girls‡ sisters‡ sons bunk homework† males coats beds† guns professional

Table 2: Top-ten words in hypothesis by PMI with gender-related query words in premise, filtered to co-occurrences with a
unigram with count of at least five, sorted by inference type (ENTAILMENT, NEUTRAL, or CONTRADICTION). Queries in bold.
Significance of a likelihood ratio test for independence denoted by † (α = 0.01) and ‡ (α = 0.001).

4.2 Qualitative Examples

Some forms of bias in a dataset may only be
detectable with aggregate statistics such as PMI.
Other, more explicit forms of bias may be appar-
ent from individual data points. Here we present
some example sentence pairs from SNLI that
outwardly exhibit harmful stereotypes (labeled
HS) or the use of pejorative language or slurs
(labeled PL).6 Note that in these examples, the
identifiable biases have been introduced as a result
of the SNLI inference elicitation protocol, that is,
they arise in the hypothesis.

PREMISE: An African American man looking at some
butchered meat that is hanging from a rack outside a
building.
HYPOTHESIS (CONTRA.): A black man is in jail [HS]

PREMISE: New sport is being played to show apprecia-
tion to the kids who can not walk.
HYPOTHESIS (ENTAIL.): People are playing a sport in
honor of crippled people. [PL]

PREMISE: Several people, including a shirtless man and
a woman in purple shorts which say “P.I.N.K.” on the
back, are walking through a crowded outdoor area.
HYPOTHESIS (ENTAIL.): The woman is wearing slutty
shorts. [PL]

PREMISE: adult with red boots and purse walking down
the street next to a brink wall.
HYPOTHESIS (NEUTR.): A whore looking for clients.
[PL, HS]

PREMISE: Several Muslim worshipers march towards
Mecca.
HYPOTHESIS (NEUTR.): The Muslims are terrorists.
[HS]

PREMISE: A man dressed as a woman and other people
stand around tables with checkered tablecloths and a lad-
der.
HYPOTHESIS (NEUTR.): The man is a transvestite. [PL]

6The authors recognize the partially subjective nature of
applying these labels.

Explicit introduction of harmful stereotypes or
pejorative language by crowdworkers (such as that
presented here) is a form of elicitation bias; it may
be a result of many factors, including the crowd-
worker’s personal experiences, cultural identities,
native English dialect, political ideology, socioe-
conomic status, anonymity (and hence relative im-
punity), and lack of awareness of their responses’
potential impact. As one reviewer suggested, in
the case of CONTRADICTION elicitation, some
crowdworkers may even have “viewed their role
as being not just contradictory, but outrageously
so.” While these explanations are speculative,
the harmful language and stereotypes observed in
these examples are not.

5 Discussion of Results

From the top associated terms by PMI, as re-
ported in Tables 1 and 2, the clearest stereotypi-
cal patterns emerge for gender categories. Stereo-
typical associations evoked for women (but not
men) include: expectations of emotional labor
(smile, kissed), “pink collar” jobs (hairdresser),
sexualization and emphasis on physical appear-
ance (bikinis), talkativeness (gossip, gossiping),
and being defined in relation to men (men, hus-
bands). Conversely, stereotypical views of men
are also evoked: performance of physical labor
(cowboys, workers), and professionals in technical
jobs (computers, engineers).

Gender-based stereotypes in the corpus cut
across age, as well. Girls are associated
with particular sports (ballerinas, cheerleaders,
cheerleading, dance, gymnasts), games and toys
(jumprope, dolls), outward appearances (pigtails,
bikinis), and activities (slumber [parties], self-
ies). Boys, meanwhile, are stereotyped as trouble-
makers (fighting) and active outdoors (recess,
league, play).
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Though gender stereotypes appear in all three
entailment categories in Table 2, those under the
NEUTRAL label appear especially strong. We hy-
pothesize this is a result of the less constrained na-
ture of eliciting inferences that are neither “defi-
nitely true” nor “definitely false”: Eliciting infer-
ences that merely “might be true” may actually en-
courage stereotyped responses. Formally, neutral
inferences may or may not be true, so those ex-
pressing stereotypes could be assumed to have no
negative impact on the downstream model. How-
ever, if the model assumes neutral inferences are
equally likely to be true or false a priori, that
assumption’s impact may be greater on minority
groups subject to harmful negative stereotypes.

As represented by top-k PMI lists, individual
terms for race, ethnicity, and nationality appear
to have less strongly stereotyped associations than
gender terms, but some biased associations are
still observed. Words associated with Asians in
this dataset, for example, appear to center around
food and eating; the problematic term “Oriental”
is also highly associated (another example of pe-
jorative language, as discussed in Sec. 4.2). For
many race, ethnicity, and nationality descriptors,
some of the top-5 results by PMI are terms for
other races, ethnicities, or nationalities. This is in
large part a result of an apparent SNLI annotator
tactic for CONTRADICTION examples: If the race,
ethnicity, or nationality of a person in the premise
is specified, simply replace it with a different one.

6 Conclusion

We used a simple and interpretable association
measure, namely pointwise mutual information,
to test the SNLI corpus for elicitation bias, not-
ing that bias at the level of word co-occurrences
is likely to lead to overgeneralization in a large
family of downstream models. We found evidence
that the elicited hypotheses introduced substantial
gender stereotypes as well as varying degrees of
racial, religious, and age-based stereotypes. We
caution that our results do not imply the latter
stereotypes are not present: rather, the prominence
of gender stereotypes may be due to the relatively
visual expression of gender, and the absence of
other stereotypes in our results may be due to spar-
sity. We also note that our analysis reflects our
own experiences, beliefs, and biases, inevitably in-
fluencing our results.

Future work may find more comprehensive ev-

idence of stereotypes, including stereotypes of in-
tersectional identities, by merging the counts of
semantically related terms (or, conversely, by de-
coupling the counts of homonyms). It could also
be fruitful to infer dependency parses and compute
co-occurrences between dependency paths rather
than individual words to facilitate interpretation of
the results (Lin and Pantel, 2001; Chambers and
Jurafsky, 2009), if sparsity can be controlled.

We have focused on the identities and accom-
panying biases present in the SNLI dataset, in par-
ticular those created in the hypothesis elicitation
process; one complement to our study would mea-
sure the demographic bias in the corpus. Cor-
relations introduced at any level in the data col-
lection process—including real-world correlations
present in the population—are subject to scrutiny,
as they may be both creations and creators of
structural inequality.

As artificial intelligence absorbs the world’s
collective knowledge with increasing efficiency
and comprehension, our collective knowledge is in
turn shaped by the outputs of artificial intelligence.
It is thus imperative that we understand how the
bias pervading our society is encoded in artificial
intelligence. This work constitutes a first step to-
ward understanding and accounting for the social
bias present in natural language inference.
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Abstract

Clinical NLP has an immense potential in
contributing to how clinical practice will
be revolutionized by the advent of large
scale processing of clinical records. How-
ever, this potential has remained largely
untapped due to slow progress primarily
caused by strict data access policies for re-
searchers. In this paper, we discuss the con-
cern for privacy and the measures it entails.
We also suggest sources of less sensitive
data. Finally, we draw attention to biases
that can compromise the validity of empir-
ical research and lead to socially harmful
applications.

1 Introduction

The use of notes written by healthcare providers
in the clinical settings has long been recognized
to be a source of valuable information for clini-
cal practice and medical research. Access to large
quantities of clinical reports may help in identifying
causes of diseases, establishing diagnoses, detect-
ing side effects of beneficial treatments, and mon-
itoring clinical outcomes (Agus, 2016; Goldacre,
2014; Murdoch and Detsky, 2013). The goal of
clinical natural language processing (NLP) is to
develop and apply computational methods for lin-
guistic analysis and extraction of knowledge from
free text reports (Demner-Fushman et al., 2009;
Hripcsak et al., 1995; Meystre et al., 2008). But
while the benefits of clinical NLP and data mining
have been universally acknowledged, progress in
the development of clinical NLP techniques has
been slow. Several contributing factors have been
identified, most notably difficult access to data,
limited collaboration between researchers from dif-
ferent groups, and little sharing of implementations
and trained models (Chapman et al., 2011). For

comparison, in biomedical NLP, where the working
data consist of biomedical research literature, these
conditions have been present to a much lesser de-
gree, and the progress has been more rapid (Cohen
and Demner-Fushman, 2014). The main contribut-
ing factor to this situation has been the sensitive
nature of data, whose processing may in certain
situations put patient’s privacy at risk.

The ethics discussion is gaining momentum in
general NLP (Hovy and Spruit, 2016). We aim in
this paper to gather the ethical challenges that are
especially relevant for clinical NLP, and to stim-
ulate discussion about those in the broader NLP
community. Although enhancing privacy through
restricted data access has been the norm, we do
not only discuss the right to privacy, but also draw
attention to the social impact and biases emanating
from clinical notes and their processing. The chal-
lenges we describe here are in large part not unique
to clinical NLP, and are applicable to general data
science as well.

2 Sensitivity of data and privacy

Because of legal and institutional concerns arising
from the sensitivity of clinical data, it is difficult
for the NLP community to gain access to relevant
data (Barzilay, 2016; Friedman et al., 2013). This
is especially true for the researchers not connected
with a healthcare organization. Corpora with trans-
parent access policies that are within reach of NLP
researchers exist, but are few. An often used corpus
is MIMICII(I) (Johnson et al., 2016; Saeed et al.,
2011). Despite its large size (covering over 58,000
hospital admissions), it is only representative of
patients from a particular clinical domain (the in-
tensive care in this case) and geographic location
(a single hospital in the United States). Assuming
that such a specific sample is representative of a
larger population is an example of sampling bias
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(we discuss further sources of bias in section 3).
Increasing the size of a sample without recognizing
that this sample is atypical for the general popula-
tion (e.g. not all patients are critical care patients)
could also increase sampling bias (Kaplan et al.,
2014).1 We need more large corpora for various
medical specialties, narrative types, as well as lan-
guages and geographic areas.

Related to difficult access to raw clinical data is
the lack of available annotated datasets for model
training and benchmarking. The reality is that anno-
tation projects do take place, but are typically con-
strained to a single healthcare organization. There-
fore, much of the effort put into annotation is lost
afterwards due to impossibility of sharing with the
larger research community (Chapman et al., 2011;
Fan et al., 2011). Again, exceptions are either few—
e.g. THYME (Styler IV et al., 2014), a corpus
annotated with temporal information—or consist
of small datasets resulting from shared tasks like
the i2b2 and ShARe/CLEF. In addition, stringent
access policies hamper reproduction efforts, im-
pede scientific oversight and limit collaboration,
not only between institutions but also more broadly
between the clinical and NLP communities.

There are known cases of datasets that had been
used in published research (including reproduction)
in its full form, like MiPACQ2, Blulab, EMC Dutch
Clinical Corpus and 2010 i2b2/VA (Albright et al.,
2013; Kim et al., 2015; Afzal et al., 2014; Uzuner
et al., 2011), but were later trimmed down or made
unavailable, likely due to legal issues. Even if
these datasets were still available in full, their small
size is still a concern, and the comments above
regarding sampling bias certainly apply. For ex-
ample, a named entity recognizer trained on 2010
i2b2/VA data, which consists of 841 annotated pa-
tient records from three different specialty areas,
will due to its size only contain a small portion of
possible named entities. Similarly, in linking clini-
cal concepts to an ontology, where the number of
output classes is larger (Pradhan et al., 2013), the
small amount of training data is a major obstacle
to deployment of systems suitable for general use.

1Sampling bias could also be called selection bias; it is not
inherent to the individual documents, but stems from the way
these are arranged into a single corpus.

2The access to the MiPACQ corpus will be re-enabled
in the future within the Health NLP Center for distributing
linguistic annotations of clinical texts (Guergana Savova, per-
sonal communication).

2.1 Protecting the individual

Clinical notes contain detailed information about
patient-clinician encounters in which patients con-
fide not only their health complaints, but also their
lifestyle choices and possibly stigmatizing condi-
tions. This confidential relationship is legally pro-
tected in US by the HIPAA privacy rule in the case
of individuals’ medical data. In EU, the conditions
for scientific usage of health data are set out in the
General Data Protection Regulation (GDPR). Sani-
tization of sensitive data categories and individuals’
informed consent are in the forefront of those leg-
islative acts and bear immediate consequences for
the NLP research.

The GDPR lists general principles relating to
processing of personal data, including that process-
ing must be lawful (e.g. by means of consent), fair
and transparent; it must be done for explicit and
legitimate purposes; and the data should be kept
limited to what is necessary and as long as neces-
sary. This is known as data minimization, and it
includes sanitization. The scientific usage of health
data concerns “special categories of personal data”.
Their processing is only allowed when the data sub-
ject gives explicit consent, or the personal data is
made public by the data subject. Scientific usage is
defined broadly and includes technological devel-
opment, fundamental and applied research, as well
as privately funded research.

Sanitization Sanitization techniques are often
seen as the minimum requirement for protecting
individuals’ privacy when collecting data (Berman,
2002; Velupillai et al., 2015). The goal is to ap-
ply a procedure that produces a new version of the
dataset that looks like the original for the purposes
of data analysis, but which maintains the privacy
of those in the dataset to a certain degree, depend-
ing on the technique. Documents can be sanitized
by replacing, removing or otherwise manipulat-
ing the sensitive mentions such as names and geo-
graphic locations. A distinction is normally drawn
between anonymization, pseudonymization and de-
identification. We refer the reader to Polonetsky
et al. (2016) for an excellent overview of these
procedures.

Although it is a necessary first step in protect-
ing the privacy of patients, sanitization has been
criticized for several reasons. First, it affects the
integrity of the data, and as a consequence, their
utility (Duquenoy et al., 2008). Second, although
sanitization in principle promotes data access and
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sharing, it may often not be sufficient to eliminate
the need for consent. This is largely due to the
well-known fact that original sensitive data can
be re-identified through deductive disclosure (Am-
blard et al., 2014; De Mazancourt et al., 2015;
Hardt et al., 2016; Malin et al., 2013; Tene, 2011).3

Finally, sanitization focuses on protecting the in-
dividual, whereas ethical harms are still possible
on the group level (O’Doherty et al., 2016; Taylor
et al., 2017). Instead of working towards increas-
ingly restrictive sanitization and access measures,
another course of action could be to work towards
heightening the perception of scientific work, em-
phasizing professionalism and existence of punitive
measures for illegal actions (Fairfield and Shtein,
2014; Mittelstadt and Floridi, 2016).

Consent Clinical NLP typically requires a large
amount of clinical records describing cases of pa-
tients with a particular condition. Although obtain-
ing consent is a necessary first step, obtaining ex-
plicit informed consent from each patient can also
compromise the research in several ways. First, ob-
taining consent is time consuming by itself, and it
results in financial and bureaucratic burdens. It can
also be infeasible due to practical reasons such as a
patient’s death. Next, it can introduce bias as those
willing to grant consent represent a skewed popula-
tion (Nyrén et al., 2014). Finally, it can be difficult
to satisfy the informedness criterion: Information
about the experiment sometimes can not be com-
municated in an unambiguous way, or experiments
happen at speed that makes enacting informed con-
sent extremely hard (Bird et al., 2016).

The alternative might be a default opt-in pol-
icy with a right to withdraw (opt-out). Here, con-
sent can be presumed either in a broad manner—
allowing unspecified future research, subject to eth-
ical restrictions—or a tiered manner—allowing cer-
tain areas of research but not others (Mittelstadt
and Floridi, 2016; Terry, 2012). Since the informa-
tion about the intended use is no longer uniquely
tied to each research case but is more general, this
could facilitate the reuse of datasets by several re-
search teams, without the need to ask for consent
each time. The success of implementing this ap-
proach in practice is likely to depend on public
trust and awareness about possible risks and oppor-

3Additionaly, it may be due to organizational skepticism
about the effectiveness of sanitization techniques, although it
has been shown that automated de-identification systems for
English perform on par with manual de-identification (Deleger
et al., 2013).

tunities. We also believe that a distinction between
academic research and commercial use of clinical
data should be implemented, as the public is more
willing to allow research than commercial exploita-
tion (Lawrence, 2016; van Staa et al., 2016).

Yet another possibility is open consent, in which
individuals make their data publicly available. Ini-
tiatives like Personal Genome Project may have
an exemplary role, however, they can only provide
limited data and they represent a biased population
sample (Mittelstadt and Floridi, 2016).

Secure access Since withholding data from re-
searchers would be a dubious way of ensuring con-
fidentiality (Berman, 2002), the research has long
been active on secure access and storage of sensi-
tive clinical data, and the balance between the de-
gree of privacy loss and the degree of utility. This
is a broad topic that is outside the scope of this
article. The interested reader can find the relevant
information in Dwork and Pottenger (2013), Malin
et al. (2013) and Rindfleisch (1997).

Promotion of knowledge and application of best-
of-class approaches to health data is seen as one
of the ethical duties of researchers (Duquenoy et
al., 2008; Lawrence, 2016). But for this to be
put in practice, ways need to be guaranteed (e.g.
with government help) to provide researchers with
access to the relevant data. Researchers can also
go to the data rather than have the data sent to
them. It is an open question though whether medi-
cal institutions—especially those with less devel-
oped research departments—can provide the in-
frastructure (e.g. enough CPU and GPU power)
needed in statistical NLP. Also, granting access
to one healthcare organization at a time does not
satisfy interoperability (cross-organizational data
sharing and research), which can reduce bias by
allowing for more complete input data. Interop-
erability is crucial for epidemiology and rare dis-
ease research, where data from one institution can
not yield sufficient statistical power (Kaplan et al.,
2014).

Are there less sensitive data? One criterion
which may have influence on data accessibility is
whether the data is about living subjects or not.
The HIPAA privacy rule under certain conditions
allows disclosure of personal health information of
deceased persons, without the need to seek IRB
agreement and without the need for sanitization
(Huser and Cimino, 2014). It is not entirely clear
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though how often this possibility has been used in
clinical NLP research or broader.

Next, the work on surrogate data has recently
seen a surge in activity. Increasingly more health-
related texts are produced in social media (Abbasi
et al., 2014), and patient-generated data are avail-
able online. Admittedly, these may not resemble
the clinical discourse, yet they bear to the same
individuals whose health is documented in the clin-
ical reports. Indeed, linking individuals’ health
information from online resources to their health
records to improve documentation is an active line
of research (Padrez et al., 2015). Although it is gen-
erally easier to obtain access to social media data,
the use of social media still requires similar ethical
considerations as in the clinical domain. See for ex-
ample the influential study on emotional contagion
in Facebook posts by Kramer et al. (2014), which
has been criticized for not properly gaining prior
consent from the users who were involved in the
study (Schroeder, 2014).

Another way of reducing sensitivity of data and
improving chances for IRB approval is to work on
derived data. Data that can not be used to recon-
struct the original text (and when sanitized, can
not directly re-identify the individual) include text
fragments, various statistics and trained models.
Working on randomized subsets of clinical notes
may also improve the chances of obtaining the data.
When we only have access to trained models from
disparate sources, we can refine them through en-
sembling and creation of silver standard corpora,
cf. Rebholz-Schuhmann et al. (2011).

Finally, clinical NLP is also possible on veteri-
nary texts. Records of companion animals are
perhaps less likely to involve legal issues, while
still amounting to a large pool of data. As an exam-
ple, around 40M clinical documents from different
veterinary clinics in UK and Australia are stored
centrally in the VetCompass repository. First NLP
steps in this direction were described in the invited
talk at the Clinical NLP 2016 workshop (Baldwin,
2016).

3 Social impact and biases

Unlocking knowledge from free text in the health
domain has a tremendous societal value. How-
ever, discrimination can occur when individuals
or groups receive unfair treatment as a result of
automated processing, which might be a result of
biases in the data that were used to train models.

The question is therefore what the most important
biases are and how to overcome them, not only out
of ethical but also legal responsibility. Related to
the question of bias is so-called algorithm trans-
parency (Goodman, 2016; Kamarinou et al., 2016),
as this right to explanation requires that influences
of bias in training data are charted. In addition to
sampling bias, which we introduced in section 2,
we discuss in this section further sources of bias.
Unlike sampling bias, which is a corpus-level bias,
these biases here are already present in documents,
and therefore hard to account for by introducing
larger corpora.

Data quality Texts produced in the clinical set-
tings do not always tell a complete or accurate pa-
tient story (e.g. due to time constraints or due to pa-
tient treatment in different hospitals), yet important
decisions can be based on them.4 As language is
situated, a lot of information may be implicit, such
as the circumstances in which treatment decisions
are made (Hersh et al., 2013). If we fail to detect a
medical concept during automated processing, this
can not necessarily be a sign of negative evidence.5

Work on identifying and imputing missing values
holds promise for reducing incompleteness, see
Lipton et al. (2016) for an example in sequential
modeling applied to diagnosis classification.

Reporting bias Clinical texts may include bias
coming from both patient’s and clinician’s report-
ing. Clinicians apply their subjective judgments
to what is important during the encounter with pa-
tients. In other words, there is separation between,
on the one side, what is observed by the clinician
and communicated by the patient, and on the other,
what is noted down. Cases of more serious illness
may be more accurately documented as a result of
clinician’s bias (increased attention) and patient’s
recall bias. On the other hand, the cases of stigma-
tized diseases may include suppressed information.
In the case of traffic injuries, documentation may
even be distorted to avoid legal consequences (In-
drayan, 2013).

4A way to increase data completeness and reduce selection
bias is the use of nationwide patient registries, as known for
example in Scandinavian countries (Schmidt et al., 2015).

5We can take timing-related “censoring” effects as an ex-
ample. In event detection, events prior to the start of an ob-
servation may be missed or are uncertain, which means that
the first appearance of a diagnosis in the clinical record may
not coincide with the occurrence of the disease. Similarly, key
events after the end of the observation may be missing (e.g.
death, when it occurred in another institution).
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We need to be aware that clinical notes may re-
flect health disparities. These can originate from
prejudices held by healthcare practitioners which
may impact patients’ perceptions; they can also
originate from communication difficulties in the
case of ethnic differences (Zestcott et al., 2016).
Finally, societal norms can play a role. Brady et
al. (2016) find that obesity is often not documented
equally well for both sexes in weight-addressing
clinics. Young males are less likely to be recog-
nized as obese, possibly due to societal norms see-
ing them as “stocky” as opposed to obese. Unless
we are aware of such bias, we may draw premature
conclusions about the impact of our results.

It is clear that during processing of clinical texts,
we should strive to avoid reinforcing the biases. It
is difficult to give a solution on how to actually
reduce the reporting bias after the fact. One pos-
sibility might be to model it. If we see clinical
reports as noisy annotations for the patient story in
which information is left-out or altered, we could
try to decouple the bias from the reports. Inspira-
tion could be drawn, for example, from the work
on decoupling reporting bias from annotations in
visual concept recognition (Misra et al., 2016).

Observational bias Although variance in health
outcome is affected by social, environmental and
behavioral factors, these are rarely noted in clinical
reports (Kaplan et al., 2014). The bias of missing
explanatory factors because they can not be iden-
tified within the given experimental setting is also
known as the streetlight effect. In certain cases,
we could obtain important prior knowledge (e.g.
demographic characteristics) from data other than
clinical notes.

Dual use We have already mentioned linking per-
sonal health information from online texts to clini-
cal records as a motivation for exploring surrogate
data sources. However, this and many other appli-
cations also have potential to be applied in both
beneficial and harmful ways. It is easy to imagine
how sensitive information from clinical notes can
be revealed about an individual who is present in
social media with a known identity. More general
examples of dual use are when the NLP tools are
used to analyze clinical notes with a goal of deter-
mining individuals’ insurability and employability.

4 Conclusion

In this paper, we reviewed some challenges that
we believe are central to the work in clinical NLP.

Difficult access to data due to privacy concerns has
been an obstacle to progress in the field. We have
discussed how the protection of privacy through
sanitization measures and the requirement for in-
formed consent may affect the work in this domain.
Perhaps, it is time to rethink the right to privacy
in health in the light of recent work in ethics of
big data, especially its uneasy relationship to the
right to science, i.e. being able to benefit from sci-
ence and participate in it (Tasioulas, 2016; Verbeek,
2014). We also touched upon possible sources
of bias that can have an effect on the application
of NLP in the health domain, and which can ulti-
mately lead to unfair or harmful treatment.
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Maxime Amblard, Karën Fort, Michel Musiol, and
Manuel Rebuschi. 2014. L’impossibilité de
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Abstract 

The argument made in this paper is that 
to act ethically in machine learning and 
NLP requires focusing on goals. NLP 
projects are often classificatory systems 
that deal with human subjects, which 
means that goals from people affected by 
the systems should be included. The pa-
per takes as its core example a model that 
detects criminality, showing the problems 
of training data, categories, and out-
comes. The paper is oriented to the kinds 
of critiques on power and the reproduc-
tion of inequality that are found in social 
theory, but it also includes concrete sug-
gestions on how to put goal-oriented de-
sign into practice.  

1 Introduction 

Ethics asks us to consider how we live and how 
we discern right and wrong in particular circum-
stances. Ethicists differ on what they consider 
fundamental: the actor's moral character and dis-
positions (virtue ethics), the duties and obliga-
tions of the actor given their role (deontology), 
or the outcomes of the actions (consequential-
ism). Computational linguists do not need to an-
swer a question of primacy, but the three themes 
of virtues, duties, and consequences do need to 
be considered. 

This paper uses goals to draw out each of the 
three themes. Goals are states of affairs that peo-
ple would like to achieve, maintain, or avoid in 
the face of changes and obstacles. The use of 
"goals" here is expansive so that it includes not 
just designers and users of a system, but also 
those who are (or would be) affected by the sys-
tem.   

NLP practitioners design and build technolo-
gies that connect to law, finance, education and 
main other domains that substantially affect peo-

ple, often those with less access to resources and 
information. Privileged positions come with re-
sponsibilities. Namely, to recognize that systems 
affect people unevenly. To design with virtues, 
duties, and consequences in mind is to recognize 
the limits of one's perspective and then design 
systems with these limitations in mind.  

2 Wicked problems 

Simple NLP problems and simple NLP projects 
require you to identify stakeholders, articulate 
their goals, and build a plan. Another category of 
complex problems includes those that are only 
actually complex until they are decomposed into 
multiple simple problems. 

A third category is wicked problems: those in 
which you can articulate goals but they are fun-
damentally in conflict (Rittel and Webber, 1973). 
For example, a traffic planner wants to build a 
highway because they want less congestion. But 
community members don't want their neighbor-
hood cut in half because it destroys their goal of 
affiliation.  

Wicked problems have no definitive solution 
because there are multiple valid viewpoints: you 
cannot take for granted that there is a single ob-
jective that will let you judge your solution as 
correct and finished.  

We often shield ourselves from ethical prob-
lems by ignoring populations who would throw 
light on a project's wicked complexity. This is a 
good indication of an ethical problem: turning a 
blind eye to people who will be affected by the 
system but who are difficult to reach or who may 
have inconveniently conflicting goals. 

3 An easy unethical project 

In order to illustrate the ethical implications of 
goal-oriented design, let's take an example from 
machine learning that most readers will find 
straight-forwardly problematic. Here are two 
conclusions from an abstract on automated infer-

88



ence of criminality using faces (Wu and Zhang, 
2016): 

 
All four classifiers perform consistently 
well and produce evidence for the validi-
ty of automated face-induced inference 
on criminality… Also, we find some dis-
criminating structural features for pre-
dicting criminality, such as lip curvature, 
eye inner corner distance, and the so-
called nose-mouth angle.  

Can the goal for this project be simply stated? 
It seems to be, "Improve safety by having com-
puters automatically detect the criminality of 
people's faces." This goal inherently categorizes 
people by degrees of criminality based on physi-
cal characteristics. It takes the perspective of the 
safety-minded, yet anyone categorized as crimi-
nal has legitimate goals to consider. Regardless 
of how many iterations the models go through, 
meeting the main goal will always create a group 
of criminal-looking people who will not agree 
with that definition and its consequences. This is 
a wicked problem. 

In the United States, people of color have rad-
ically different experiences with the criminal jus-
tice system than white people. Attempting to use 
U.S. police data for training will not work: the 
criminal justice system in the U.S. is systemical-
ly biased, as can be seen in Hetey et al. (2016), 
which shows racial biases in Oakland police 
stops, searches, handcuffings, and arrests.  

The Hetey et al. data is not merely counts of 
police actions on different kinds of civilians; it is 
also an examination of the differences in the ag-
gressiveness of the language used by the police 
with African-American men. In other parts of the 
justice system, language—non-standard dia-
lects—causes crucial testimony to be ignored 
(Rickford and King, 2016). Linguistic profiling 
is common in housing and many other areas 
(Baugh, 2016).  

Ignoring the social and ideological uses of 
language means ignoring some of the way NLP 
techniques are applied. There are multiple com-
panies working on models that use language data 
to decide who to give loans to. As with police 
stops, the features detected are not intentionally 
racially biased but they have the same effect in 
excluding specific individual from access to 
credit because of who they look, sound, or read 
like.  

Such wicked problems are adjudicated by acts 
of authority. Neither wicked problems nor adju-

dication are inherently unethical. But dismissing 
the claims and goals of affected populations usu-
ally is. Such populations get hit by a double 
whammy: they are unlikely to be represented by 
technologists and other stakeholders and they 
have much less room to maneuver in whatever 
system is built.  

4 The trouble with training data 

The data for Wu and Zhang (2016) comes 
from China and includes only men, but it is ethi-
cally safer to assume that data from the ministry 
of public security and various police departments 
is biased than it is to assume that it is balanced 
and representative. 

Interrogating training data is important for 
building effective machine learning models and 
it's also important for building ethical ones. Ma-
chine learning techniques depend upon training 
data, which causes two kinds of problems. The 
first problem is that whatever you build, it's bi-
ased towards the contexts that you can sample 
and the ways you get it annotated. Some popula-
tions are overrepresented and some are un-
derrepresented.  

The second problem with training data is that 
whatever your categories are, they are wrong. 
Categories can still be meaningful and useful, but 
it is a mistake to consider them to be natural or 
uncontestable. As Bowker and Star (1999) dis-
cuss, categorization always valorizes some point 
of view and erases others. 

For example, gender detection is common in 
NLP. These projects typically begin with the as-
sumption that a binary division of humans is rel-
evant. But as Bamman et al. (2014) show, even 
binary models with high accuracy are descrip-
tively inadequate. This is also the central point of 
intersectionality: people are not just the sum of 
different demographic characteristics (Crenshaw, 
1989).  

Goals for binary-gender detection projects are 
generally couched in terms of understanding 
people. But to what end and in which ways? 
Making goals explicit can help uncover latent 
biases in your mental model of what kind of 
people there are in the world and how you be-
lieve they move through it. 

5 What you think of people 

The ethics you adopt has a lot to do with what 
you think of human beings. In the case of Wu 
and Zhang (2016), tying facial structure to crimi-
nality suggests that some humans are "bad". 
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Plenty of serious thinkers have considered people 
to be fundamentally good. For example, that's 
what Confucian thinkers like Mencius and Wang 
Yang Ming believed (Chan, 2008). 

Evidence suggests that individual choices—
our goodness and our badness—are strongly de-
pendent upon context. For example, what hap-
pens when you give theology students a chance 
to help a stranger? Darley and Batson (1973)  
demonstrate how localized the choices are: stu-
dents in a rush to give a talk do not help—even 
when the talk they are hurrying to is about The 
Good Samaritan. 

People commonly remember psychologist 
Walter Mischel's Marshmallow Test as proof that 
traits like self-control are destiny: certain kinds 
of children resist taking a marshmallow and they 
grow up to be successful. But the idea that peo-
ple have durable traits is precisely not Mischel's 
conclusion. Rather, it is that people are funda-
mentally flexible: if you reframe how you think 
about a situation, you change how you react to it 
(Mischel, 2014). 

People seem stable and consistent because 
they tend to be put in the same situations; in 
those situations they have the same role, and the 
same kinds of relationships to you. How do we 
keep getting into the same situations? The an-
swer requires us to appreciate individual's agen-
tive choices as well as to recognize the social 
structures that give rise to and constrain those 
choices. The systems we build enable, enforce, 
and constrain choices.  

Defining goals, building models, and adjudi-
cating conflict are clear exercises of power. But 
the powerful have another benefit. "Power means 
not having to act, or more accurately, the capaci-
ty to be more negligent and casual about any sin-
gle performance" (Scott, 1990). Systems are not 
equally hospitable to all people and require some 
to perform acrobatics and contortions to get by.  

Deontologists are the ethicists who focus on 
duties and obligations. As people in relative posi-
tions of power, we have an outsized impact on 
systems and therefore greater obligations to the 
people who are marginalized or victimized by 
them (Kamm, 2008). 

6 Outcomes and reiterations 

Utilitarians are consequentialist ethicists famous 
for focusing on the goodness of outcomes (Foot, 
1967; Taurek, 1977; Parfit, 1978; Thomson, 
1985). Outcomes are complicated: let's say crim-
inal recognition worked. The odds are that it 

would make the world marginally safer for many 
people. But none of us have built a system with 
zero false positives. So a "working" criminal 
recognition system would make the lives of some 
innocent people who were treated as criminals 
much, much worse. Goal-oriented ethical design 
requires thinking about outcomes, with a special 
focus on which systems are created and main-
tained, and how disparate the outcomes are for 
the people subject to the system.   

To think ethically is to think self-skeptically: 
"What is the worst possible way this technology 
could be used and how sound are my mitigation 
strategies?" Recently, a number of American 
consulting firms attempted to answer a Request 
for Proposals from an oil-rich country that want-
ed to understand social media sentiment on gov-
ernment projects like the building of a new stadi-
um. But stated and elicited goals and use cases 
are not necessarily how something will be used 
or even what is actually desired.  

The RFP stayed open for over a year, suggest-
ing that consulting firms had difficulty finding 
NLP practitioners willing to take the stated goal 
at face value. It has subsequently been shown 
that, in fact, this project was intended to identify 
dissidents. The ability to identify sentiment about 
government projects can give a voice to people 
about those projects, which seems positive. But 
the worst-case scenario is that it can find people 
who are negative about the government for the 
government to track, regulate, discipline, and 
punish. 

Considering the system-wide consequences of 
models leads us back to criminality recognition. 
It is one thing to identify an actual perpetrator of 
a crime, but to identify someone who has not 
committed a crime is to invite harassment from 
the police. Corporations could also use these 
models to make it hard to get a job, go into 
stores, or open bank accounts. In short, it could 
become nearly impossible for certain innocent 
individuals to operate within the law.  

Systems shape the choices people are allowed 
to make and therefore they shape the people—
not just the people suspected of being criminals, 
but everyone else, too. People who are not identi-
fied as criminals by the system may come to be-
lieve it works and that others who look bad are 
bad. In social theory terms, "subjects regulated 
by such structures are, by virtue of being sub-
jected to them, formed, defined, and reproduced 
in accordance with the requirements of those 
structures" (Butler, 1999).  
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It seems handy to have something else make 
choices that we probably would have made any-
how. Even without any algorithms, there are 
more choice points in our lives than we can pos-
sibly give thoughtful consideration to. That's one 
reason why status quos maintain themselves: we 
tend to do the things we've tended to do 
(Bourdieu, 1977; Giddens, 1984; Butler, 1999). 

The more consistent our systems are and the 
more rapidly they converge on consistency, the 
more they are likely to reiterate—and possibly 
exaggerate—what already exists. The actions a 
system takes may be small. But the ramifications 
may not be, as is the case with news recommen-
dation engines operating in an already partisan 
context.  

Routines in industry often serve to reduce anx-
iety. But whose anxiety? Each human or algo-
rithmic choice offers the possibility of disturbing 
the status quo, but the vast majority of the time, 
they reproduce what came before. By consider-
ing the goals of people affected by the systems 
we build, we have a better chance of seeing how 
much people have to conform or contort them-
selves to receive benefits and avoid problems. In 
turn, these perspectives give us a better ability to 
abandon projects or reconceive them to give 
people ways of thwarting and hindering unethical 
instruments and effects of power.  

7 Practical recommendations 

NLP practitioners are used to thinking critically 
about models and algorithms. Taking an ethical 
stance means looking at goals just as critically, 
which in turn requires deeper interrogation of the 
training data, the categories, and the effects of 
the system. It also means seriously considering 
how the outputs of the specific system being 
built become inputs for other systems. But how 
does one do this other than "thinking harder?" 

Perform a premortem (Klein, 2007). In a 
premortem, a team at the beginning of a project 
imagines the project was completed and turned 
out to be a complete disaster. They narrate, indi-
vidually and collectively, the stories of the fail-
ures. This is a generally useful way of identify-
ing weaknesses in design, planning, and imple-
mentation. Premortems can also be used to diag-
nose ethical problems. Ideally, participants ap-
proach the premortem from a place of true con-
cern for people, but premortems can be helpful 
even if participants are orienting to problems of 
human resources, public relations, and customer 
service. 

Ask for justifications. There are lots of things 
you could be doing, but why do managers and 
executives want to do this? Any of the following 
replies should put you on Ethical High Alert: 

1. Everyone else is doing it and we have 
to keep up 

2. No one else is doing it so we can lead 
the pack 

3. It makes money 
4. It's legal 
5. It's inevitable 

Projects that get these responses may be ethi-
cal, but these are terrible justifications in any 
event (for more on problematic justifications see 
Pope and Vasquez, 2016). You may get an idea 
because competitors are doing it and you certain-
ly want to check on legality, but we shouldn't 
confuse wishes, plans, and circumstances with 
justifications. Even if markets and the law 
worked to promote ethical behavior (a big if), 
they will necessarily lag behind new ethical 
problems that computational linguists, data sci-
entists and A.I. practitioners bring forth (Moor, 
1985). 

List the people affected. Which groups are 
specifically represented in the training data and 
which ones are left out? Who will use the sys-
tem? Who will the system itself affect, distin-
guishing people immediately affected from those 
affected as the system outputs become inputs to 
other systems. How awful is it to be a false posi-
tive or a false negative? Who is most/least vul-
nerable to the negative effects of the system? The 
point of making a list is to keep technical models 
from becoming unmoored from human beings. 

Is it a WMD? Cathy O'Neill describes the 
three characteristics of Weapons of Math De-
struction: they are opaque to the people they af-
fect, they affect important aspects of life (educa-
tion, housing, work, justice, finance/credit), and 
they can do real damage. 

What values are enshrined? We orient ethics 
around dilemmas of preventing harm, but it is 
also worth asking whether our systems bring 
about good. Which values are served and which 
are eschewed by a planned technology? A non-
comprehensive list to consider: freedom, peace, 
security, dignity, respect, justice, equality.  

Principles and values come into conflict—
there's even an adage, "it's not a principle unless 
it costs you something". For example, a project 
centered on security may have negative implica-
tions for equality. Conflict is not to be avoided, 
it's to be made explicit—and most difficultly, it 
is to be made explicit to people affected. Sweep-
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ing concerns under the rug or otherwise obfus-
cating them are convenient solutions, not ethical 
ones. 

8 Conclusion 

Technology does not just appear and impact so-
ciety; it is the product of society, carrying with it 
the baggage of what has come before and usually 
reproducing it, discriminatory warts and all. 
Technology does not just appear: we make it. 

But as Bruno Latour points out, "If there is 
one thing toward which 'making' does not lead, it 
is to the concept of a human actor fully in com-
mand" (Latour, 2003). At a construction site you 
can witness builders who may have mastery but 
certainly not full control: materials resist, per-
sonnel get sick, the weather won't cooperate, the 
planning department requires another form, the 
client is late with payment but fresh with a new 
idea. 

Mastery and expertise do not imply control 
over objects and people; they imply practice and 
the ability to translate that practice into both 
plans and improvisations.  

An important aspect of virtue ethics is practic-
ing and developing dispositions towards moral 
choices (Annas, 1998). To develop habits of 
bravery, justice, self-control, and other virtues 
means practicing them. By focusing on goals, we 
focus on the connections between systems and 
people. We talk to people about their goals and 
their situations. We reason through surface con-
flicts that can be solved and discover where 
compromise is impossible so that we know when 
to reimagine our systems and when to abandon 
them. Done consistently, this kind of design de-
velops habits of thinking and feeling that enable 
and refine our capacity to be ethical and build 
ethically. 

It is necessary to acknowledge and address 
Crawford (2016)'s critique: most of the people 
who build technology come from privileged 
backgrounds, which makes it difficult for our 
imagination and our empathy to extend out to 
everyone our systems will affect.  

The implication extends us beyond what is 
comfortable for many people and organizations: 
to not only to attend to issues of diversity and 
representation, but to go out and educate com-
munities who will be affected so that they, too, 
can voice their goals and values. In other words, 
the practice of ethical design among NLP experts 
leads to greater ethical capacity—but ethics are 
too important to be left only to experts. 
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Abstract

Social media have transformed data-
driven research in political science, the so-
cial sciences, health, and medicine. Since
health research often touches on sensitive
topics that relate to ethics of treatment and
patient privacy, similar ethical considera-
tions should be acknowledged when us-
ing social media data in health research.
While much has been said regarding the
ethical considerations of social media re-
search, health research leads to an addi-
tional set of concerns. We provide practi-
cal suggestions in the form of guidelines
for researchers working with social me-
dia data in health research. These guide-
lines can inform an IRB proposal for re-
searchers new to social media health re-
search.

1 Introduction

Widely available social media data – including
Twitter, Facebook, discussion forums and other
platforms – have emerged as grounds for data-
driven research in several disciplines, such as
political science (Tumasjan et al., 2011), pub-
lic health (Paul and Dredze, 2011), economics
(Bollen et al., 2011), and the social sciences in
general (Schwartz et al., 2013). Researchers have
access to massive corpora of online conversations
about a range of topics as never before. What once
required painstaking data collection or controlled
experiments, can now be quickly collected and an-
alyzed with computational tools. The impact of
such data is especially significant in health and
medicine, where advances in our understanding
of disease transmission, medical decision making,
human behavior and public perceptions of health

topics could directly lead to saving lives and im-
proving quality of life.

Health research often touches on sensitive top-
ics that relate to ethics of treatment and patient
privacy. Based on decades of research experience
and public debate, the research community has de-
veloped an extensive set of guidelines surrounding
ethical practices that guide modern research pro-
grams. These guidelines focus on human subjects
research, which involves research with data from
living individuals. The core principles of human
subjects research were codified in the Belmont Re-
port (National Commission, 1978), which serves
as the essential reference for institutional review
boards (IRBs) in the United States. IRB guidelines
include a range of exemptions from full review
for research protocols that consider certain types
of data or populations. For example, research
projects that rely on online data sources may be
exempt since the data are publicly available. His-
torically, public data exemptions included previ-
ously compiled databases containing human sub-
ject data that have entered the public domain.
The recent proposal to modernize the U.S. Com-
mon Rule for the Protection of Human Subjects
acknowledges the widespread use of social me-
dia for health research, but does little to clarify
the ethical obligations of social media health re-
searchers, generally reducing oversight necessary
for research placed under expedited review (Na-
tional Research Council, 2014).

A more participatory research model
is emerging in social, behavioral, and
biomedical research, one in which po-
tential research subjects and communi-
ties express their views about the value
and acceptability of research studies.
This participatory model has emerged
alongside a broader trend in American
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society, facilitated by the widespread
use of social media, in which Americans
are increasingly sharing identifiable per-
sonal information and expect to be in-
volved in decisions about how to further
share the personal information, includ-
ing health-related information that they
have voluntarily chosen to provide.

In general, it provides a more permissive def-
inition of what qualifies as exempt research. It
suggests exempting observational studies of pub-
licly available data where appropriate measures
are taken to secure sensitive data, and demonstra-
bly benign behavioral intervention studies.

The intersection of these ethics traditions and
social media research pose new challenges for the
formulation of research protocols. These chal-
lenges are further complicated by the discipline of
the researchers conducting these studies. Health
research is typically conducted by researchers
with training in medical topics, who have an un-
derstanding of human subjects research protocols
and issues regarding IRBs. In contrast, social
media research may be conducted by computer
scientists and engineers, disciplines that are typ-
ically unaccustomed to these guidelines (Conway,
2014).

Although this dichotomy is not absolute, many
researchers are still unclear on what measures are
required by an IRB before analyzing social media
data for health research. Conversations by the au-
thors with colleagues have revealed a wide range
of “standard practice” from IRBs at different in-
stitutions. In fact, the (excellent) anonymous re-
views of this paper stated conflicting perceptions
on this point. One claimed that online data did
not necessarily qualify for an exemption if account
handles were included, whereas another reviewer
states that health research solely on public social
media data did not constitute human subjects re-
search.

The meeting of non-traditional health re-
searchers, health topics, and non-traditional data
sets has led to questions regarding ethical and pri-
vacy concerns of such research. This document
is meant to serve as a guide for researchers who
are unfamiliar with health-related human subjects
research and want to craft a research proposal that
complies with requirements of most IRBs or ethics
committees.

How are we to apply the ethical principles of

human subjects research to projects that analyze
publicly available social media posts? What pro-
tections or restrictions apply to the billions of
Twitter posts publicly available and accessible by
anyone in the world? Are tweets that contain per-
sonal information – including information about
the author or individuals known to the author –
subject to the same exemptions from full IRB re-
view that have traditionally been granted to public
data sources? Are corpora that include public data
from millions of individuals subject to the same in-
formed consent requirements of traditional human
subjects research? Should researchers produce an-
notations on top of these datasets and share them
publicly with the research community? The an-
swers to these and other questions influence the
design of research protocols regarding social me-
dia data.

Ethical issues surrounding social media re-
search have been discussed in numerous papers,
a survey of which can be found in McKee (2013)
and Conway (2014). Additionally, Mikal et al.
(2016) used focus groups to understand the per-
ceived ethics of using social media data for mental
health research. Our goal in this paper is comple-
mentary to these ethics surveys: we want to pro-
vide practical guidance for researchers working
with social media data in human subjects research.
We, ourselves, are not ethicists; we are practition-
ers who have spent time considering practical sug-
gestions in consultation with experts in ethics and
privacy. These guidelines encapsulate our experi-
ence implementing privacy and ethical ideals and
principles.

These guidelines are not meant as a fixed set
of standards, rather they are a starting point for
researchers who want to ensure compliance with
ethical and privacy guidelines, and they can be
included with an IRB application as a reflection
of current best practices. We intend these to be
a skeleton upon which formal research protocols
can be developed, and precautions when working
with these data. Readers will also note the wide
range of suggestions we provide, which reflects
the wide range of research and associated risk. Fi-
nally, we include software packages to support im-
plementation of some of these guidelines.

For each guideline, we reference relevant dis-
cussions in the literature and give examples of how
these guidelines have been applied. We hope that
this serves as a first step towards a robust discus-
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sion of ethical guidelines for health-related social
media research.

2 Discussion

The start of each research study includes asking
core questions about the benefits and risks of the
proposed research. What is the potential good this
particular application allows? What is the poten-
tial harm it may cause and how can the harm be
mitigated? Is there another feasible route to the
good with less potential harm?

Answers to these questions provide a frame-
work within which we can decide which avenues
of research should be pursued. Virtually all tech-
nology is dual-use: it can be used for good or ill.
The existence of an ill use does not mean that the
technology should not be developed, nor does the
existence of a good mean that it should.

To focus our discussion on the pragmatic, we
will use mental health research as a concrete use
case. A research community has grown around
using social media data to assess and understand
mental health (Resnik et al., 2013; Schwartz et al.,
2013; Preotiuc-Pietro et al., 2015; Coppersmith et
al., 2015a; De Choudhury et al., 2016). Our dis-
cussion on the benefits and risks of such research
is sharpened by the discrimination and stigma
surrounding mental illness. The discrimination
paired with potentially lethal outcomes put the
risks and benefits of this type of research in stark
relief – not sufficiently protecting users’/subjects’
privacy, may exacerbate the challenge, discourage
individuals from seeking treatment and erode pub-
lic trust in researchers. Similarly, insufficient re-
search results in a cost measured in human lives –
in the United States, more than 40,000 die from
suicide each year (Curtin et al., 2016). Mental
health may be an extreme case for the gravity of
these choices, but similar risk and benefits are
present in many other health research domains.
Clearly identifying the risks and the potential re-
ward helps to inform the stance and guidelines one
should adopt.

We found it helpful to enumerate facts and ob-
servations that inform each research protocol de-
cision:

• We want to make a positive impact upon soci-
ety, and one significant contribution we may
provide is to better understand mental illness.
Specifically, we want to learn information
that will aid mental health diagnosis and help

those challenged by mental illness. Thus, the
driving force behind this research is to pre-
vent suffering from mental illness.

• Intervention has great potential for good and
for harm. Naturally, we would like to help
those around us that are suffering, but that
does not mean that we are properly equipped
to do so. Interventions enacted at a time of
emotional crisis amplify the risks and bene-
fits. The approach we have taken in previous
studies was to observe and understand men-
tal illness, not to intervene. This is likely true
for many computer and data science research
endeavors, but that does not absolve the con-
sideration of interventions. Ultimately, if the
proposed research is successful it will inform
the way that medicine is practiced, and thus
will directly or indirectly have an effect on
interventions.

• Machine learning algorithms do not learn
perfectly predictive models. Errors and mis-
classifications will be made, and this should
be accounted for by the researcher. Even
less clearly error-prone systems, such as
databases for sensitive patient data, are liable
to being compromised.

• Social media platforms, like Twitter, are of-
ten public broadcast media. Nevertheless,
much has been written about the perception
that users do not necessarily treat social me-
dia as a purely public space (McKee, 2013).
Mikal et al. (2016) found that many Twit-
ter users in focus groups do have a skewed
expectation of privacy, even in an explic-
itly public platform like Twitter, driven by
“users’ (1) failure to understand data perma-
nence, (2) failure to understand data reach,
and (3) failure to understand the big data
computational tools that can be used to an-
alyze posts”.

Our guidelines emerge from these tenets and
our experience with mental health research on so-
cial media, where we try to strike a balance be-
tween enabling important research with the con-
cerns of risk to the privacy of the target popula-
tion. We encourage all researchers to frame their
own research tenets first to establish guiding prin-
ciples as to how research should proceed.
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3 Guidelines

In contrast to others (Neuhaus and Webmoor,
2012; McKee, 2013; Conway, 2014) who have
offered broad ethical frameworks and high-level
guidance in social media health research, we offer
specific suggestions grounded in our own experi-
ence conducting health research with social me-
dia. At the same time, the risk of a study varies
depending on the type of health annotations col-
lected and whether the research is purely observa-
tional or not. Therefore, we do not provide hard
rules, but different options given the risk associ-
ated with the study.

Researchers familiar with human subjects re-
search may ask how our guidelines differ from
those recommended for all such research, regard-
less of connections with social media data. While
the main points are general to human subjects re-
search, we describe how these issues specifically
arise in the context of social media research, and
provide relevant examples. Additionally, social
media raises some specific concerns and sugges-
tions described below, such as (1) concern of in-
advertently compromising user privacy by linking
data, even when all the linked datasets are public,
(2) using alternatives to traditionally obtained in-
formed consent, (3) additional steps to de-identify
social media data before analysis and dissemina-
tion, and (4) care when attributing presenting in-
formation in public forums. Furthermore, our in-
tended audience are readers unfamiliar with hu-
man subjects research guidelines, as opposed to
seasoned researchers in this area.

3.1 Institutional Review Board

In the United States, all federally-funded human
subject research must be approved by a committee
of at least five persons, with at least one member
from outside of the institution (Edgar and Roth-
man, 1995). This committee is the Institutional
Review Board (IRB), and in practice, many Amer-
ican institutions require all performed research to
be sanctioned by the IRB. Ethics committees serve
a similar role as IRBs in European Union mem-
ber states (European Parliament and Council of
the European Union, 2001). These committees
have different regulations, but typically make sim-
ilar approval judgments as IRBs (Edwards et al.,
2007).

Human subjects are any living individual about
whom an investigator conducting research obtains

“(1) Data through intervention or interaction with
the individual, or (2) Identifiable private informa-
tion” (US Department of HHS, 2009). Collecting
posts, examining networks, or in any way observ-
ing the activity of people means that social me-
dia health research qualifies as human subjects re-
search (O’Connor, 2013) and requires the review
of an IRB. The distinction between social media
research that involves human subjects and research
that does not is nebulous, as the inclusion of indi-
viduals in research alone is insufficient. For exam-
ple, research that requires the annotation of cor-
pora for training models involves human annota-
tors. But since the research does not study the
actions of those annotators, the research does not
involve human subjects. By contrast, if the goal
of the research was to study how humans anno-
tate data, such as to learn about how humans inter-
pret language, then the research may constitute hu-
man subjects research. When in doubt, researchers
should consult their appropriate IRB contact.

IRB review provides a series of exemption cat-
egories that exempt research protocols from a full
review by the IRB. Exemption category 4 in sec-
tion 46.101 (b) concerns public datasets (US De-
partment of HHS, 2009):

Research involving the collection or
study of existing data, documents,
records, pathological specimens, or di-
agnostic specimens, if these sources are
publicly available or if the informa-
tion is recorded by the investigator in
such a manner that subjects cannot be
identified, directly or through identifiers
linked to the subjects.

Since these projects pose a minimal risk to sub-
jects, they require minimal review. Since most
social media projects rely on publicly available
data, and do not include interventions or interac-
tions with the population, they may qualify for
IRB exempt status (Hudson and Bruckman, 2004).
Such research still requires an application to the
IRB, but with a substantially expedited and sim-
plified review process. This is an important point:
research that involves human subjects, even if it
falls under an exemption, must obtain an exemp-
tion from the IRB. Research that does not involve
human subjects need not obtain any approval from
the IRB.
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3.2 Informed Consent

Obtain informed consent when possible.

A fundamental tenant of human subjects re-
search is to obtain informed consent from study
participants. Research that analyzes public cor-
pora that include millions of individuals cannot
feasibly obtain informed consent from each in-
dividual (O’Connor, 2013). Therefore, the vast
majority of research that analyzes collected social
media posts cannot obtain such consent. Still, we
advocate for informed consent where possible due
to the central role of consent in human subjects
research guidelines. In cases where researchers
solicit data from users, such as private Facebook
or Twitter messages, informed consent may be
required (Celli et al., 2013). Be explicit about
how subject data will be used, and how it will
be stored and protected. OurDataHelps1, which
solicits data donations for mental health research,
provides such information.

Even if you have not explicitly dealt with con-
sent while collecting public subject data, attaching
a “statement of responsibility” and description of
how the data were compiled and are to be used will
give you, the researcher, a measure of accountabil-
ity (Neuhaus and Webmoor, 2012; Vayena et al.,
2013). This statement of responsibility would be
posted publicly on the research group’s website,
and contains a description of the type of data that
are collected, how they are being protected, and
the types of analyses that will be conducted using
it. Users could explicitly choose to opt-out their
data from the research by providing their account
handle. An IRB or ethics committee may not ex-
plicitly request such a statement2, but it serves to
ensure trust in subjects who typically have no say
in how their online data are used.

3.3 User Interventions

Research that involves user interven-
tions may not qualify for an IRB exemp-
tion.

Research that starts by analyzing public data
may subsequently lead to interacting with users

1https://ourdatahelps.org
2Although some IRBs do require such a statement

and the ability for users to opt-out of the study. See the
University of Rochester guidelines for social media research:
https://www.rochester.edu/ohsp/documents/ohsp/pdf/

policiesAndGuidance/Guideline_for_Research_Using_

Social_Media.pdf

or modifying user experience. For example, re-
search may start with identifying public Twitter
messages on a given topic, and then generating
an interaction with the user of the message. The
well known study of Kramer et al. (2014) manipu-
lated Facebook users’ news feeds to vary the emo-
tional content and monitor how the feed influenced
users’ emotional states. This study raised partic-
ularly strong ethical reservations since informed
consent agreements were never obtained, and was
followed by an “Editorial Expression of Concern”.
While we cannot make definitive judgements as to
what studies can receive IRB exemptions, inter-
acting with users often comes with testing specific
interventions, which typically require a full IRB
review. In these cases, it is the responsibility of the
researchers to work with the IRB to minimize risks
to study subjects, and such risk minimization may
qualify for expedited IRB review (McKee, 2013).
In short, researchers should be careful not to con-
flate exemptions for public datasets with blanket
permission for all social media research.

3.4 Protections for Sensitive Data
Develop appropriate protections for sen-
sitive data.

Even publicly available data may include sen-
sitive data that requires protection. For example,
users may post sensitive information (e.g. diag-
noses, personal attributes) that, while public, are
still considered sensitive by the user. Furthermore,
algorithms may infer latent attributes of users from
publicly posted information that can be consid-
ered sensitive. This is often the case in mental
health research, where algorithms identify users
who may be challenged by a mental illness even
when this diagnosis isn’t explicitly mentioned by
the user. Additionally, domain experts may man-
ually label users for different medical conditions
based on their public statements. These annota-
tions, either manually identified or automatically
extracted, may be considered sensitive user infor-
mation even when derived from public data.

Proper protections for these data should be de-
veloped before the data are created. These may
include:

1. Restrict access to sensitive data. This may in-
clude placing such data on a protected server,
restricting access using OS level permissions,
and encrypting the drives. This is common
practice for medical record data.
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2. Separate annotations from user data. The raw
user data can be kept in one location, and the
sensitive annotations in another. The two data
files are linked by an anonymous ID so as not
to rely on publicly identifiable user handles.

The extent to which researchers should rely on
these and other data protections depends on the na-
ture of the data. Some minimal protections, such
as OS level permissions, are easy to implement
and may be appropriate for a wide range of data
types. For example, the dataset of users who self-
identified as having a mental condition as com-
piled in Coppersmith et al. (2015a) was protected
in this way during the 3rd Annual Frederick Je-
linek Summer Workshop. More extreme measures,
such as the use of air-gapped servers – comput-
ers that are physically removed from external net-
works – may be appropriate when data is particu-
larly sensitive and the risk of harm is great. Cer-
tainly in cases where public data (e.g. social me-
dia) is linked to private data (e.g. electronic med-
ical records) greater restrictions may be appropri-
ate to control data access (Padrez et al., 2015).

3.5 User Attribution

De-identify data and messages in public
presentations to minimize risk to users.

While messages posted publicly may be freely
accessible to anyone, users may not intend for
their posts to have such a broad audience. For
example, on Twitter many users engage in public
conversations with other users knowing that their
messages are public, but do not expect a large
audience to read their posts. Public users may
be aware that their tweets can be read by any-
one, but posted messages may still be intended
for their small group of followers (Hudson and
Bruckman, 2004; Quercia et al., 2011; Neuhaus
and Webmoor, 2012; O’Connor, 2013; Kandias
et al., 2013). The result is that while technically
and legally public messages may be viewable by
anyone, the author’s intention and care with which
they wrote the message may not reflect this real-
ity. Therefore, we suggest that messages be de-
identified or presented without attribution in pub-
lic talks and papers unless it is necessary and ap-
propriate to do otherwise. This is especially true
when the users discuss sensitive topics, or are
identified as having a stigmatized condition.

In practice, we suggest:

1. Remove usernames and profile pictures from
papers and presentations where the tweet in-
cludes potentially sensitive information (Mc-
Kee, 2013).

2. Paraphrase the original message. In cases
where the post is particularly sensitive, the
true author may be identifiable through text
searches over the relevant platform. In these
cases, paraphrase or modify the wording of
the original message to preserve its meaning
but obscure the author.

3. Use synthetic examples. In many cases it
may be appropriate to create new message
content in public presentations that reflects
the type of content studied without using a
real example. Be sure to inform your audi-
ence when the examples are artificial.

Not all cases require obfuscation of message au-
thorship; in many situations it may be perfectly ac-
ceptable to show screen shots or verbatim quotes
of real content with full attribution. When making
these determinations, you should consider if your
inclusion of content with attribution may bring un-
wanted attention to the user, demonstrate behav-
ior the user may not want to highlight, or pose
a non-negligible risk to the user. For example,
showing an example of an un-anonymized tweet
from someone with schizophrenia, or another stig-
matized condition, can be much more damaging
to them than posting a tweet from someone who
smokes tobacco. While the content may be pub-
licly available, you do not necessarily need to draw
attention to it.

3.6 User De-identification in Analysis
Remove the identity of a user or other
sensitive personal information if it is not
needed in your analysis.

It is good practice to remove usernames and
other identifying fields when the inclusion of such
information poses risk to the user. For exam-
ple, in the 2015 CLPsych shared task, tweets
were de-identified by removing references to user-
names, URLs, and most metadata fields (Cop-
persmith et al., 2015b). Carefully removing
such information can be a delicate process, so
we encourage the use of existing software for
this task: https://github.com/qntfy/
deidentify_twitter. This tool is clearly
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not a panacea for social media health researchers,
and depending on the sensitivity of the data, more
time-consuming de-identification measures will
need to be taken. For example, before analyz-
ing a collection of breast cancer message board
posts, Benton et al. (2011) trained a model to de-
identify several fields: named entities such as per-
son names, locations, as well as phone numbers
and addresses. When analyzing text data, per-
fect anonymization may be impossible to achieve,
since a Google search can often retrieve the iden-
tity of a user given a single message they post.

3.7 Sharing Data

Ensure that other researchers will re-
spect ethical and privacy concerns.

We strongly encourage researchers to share
datasets and annotations they have created so that
others can replicate research findings and develop
new uses for existing datasets. In many cases,
there may be no risk to users in sharing data and
such data should be freely shared. However, where
there may be risk to users, data should not be
shared blindly without concern for how it will be
used.

First, if protective protocols of the kind de-
scribed above were established for the data, new
researchers who will use the data should agree
to the same protocols. This agreement was im-
plemented in the MIMIC-III hospital admissions
database, by Johnson et al. (2016). Researchers
are required to present a certificate of human sub-
jects training before receiving access to a de-
identified dataset of hospital admissions. Addi-
tionally, the new research team may need to obtain
their own IRB approval before receiving a copy of
the data.

Second, do not share sensitive or identifiable in-
formation if it is not required for the research. For
example, if sensitive annotations were created for
users, you may instead share an anonymized ver-
sion of the corpus where features such as, for ex-
ample, individual posts they made, are not shared.
Otherwise, the original user handle may be re-
covered using a search for the message text. For
NLP-centric projects where models are trained to
predict sensitive annotations from text, this means
that either opaque feature vectors should be shared
(disallowing others from preprocessing the data
differently), or the messages be replaced with de-
identified tokens, allowing other researchers to use

token frequency statistics as features, but not, for
example, gazetteers or pre-trained word vectors as
features in their models.

It is also important to refer to the social media
platform terms of service before sharing datasets.
For example, section F.2 of Twitter’s Developer
Policy restricts sharing to no more than 50,000
tweets and user information objects per down-
loader per day.3

3.8 Data Linkage Across Sites

Be cautious about linking data across
sites, even when all data are public.

While users may share data publicly on multi-
ple platforms, they may not intend for combina-
tions of data across platforms to be public (Mc-
Kee, 2013). For example, a user may create a pub-
lic persona on Twitter, and a less identifiable ac-
count on a mental health discussion forum. The
discussions they have on this health forum should
not be inadvertently linked to their Twitter account
by an overzealous researcher, since it may “out”
their condition to the Twitter community.

There have been several cases of identifying
users in anonymized data based on linking data
across sources. Douriez et al. (2016) describe
how the New York City Taxi Dataset can be de-
anonymized by collecting taxi location informa-
tion from four popular intersections. Narayanan
and Shmatikov (2008) showed that the identify
of users in the anonymized Netflix challenge data
can be revealed by mining the Internet Movie
Database.

Combinations of public data can create new
sensitivities and must be carefully evaluated on a
case-by-case basis. In some cases, users may ex-
plicitly link accounts across platforms, such as in-
cluding in a Twitter profile a link to a LinkedIn
page or blog (Burger et al., 2011). Other times
users may not make these links explicit, intention-
ally try to hide the connections, or the connections
are inferred by the researcher, e.g. by similar-
ity in user handles. These factors should be con-
sidered when conducting research that links users
across multiple platforms. It goes without saying
that linking public posts to private, sensitive fields
(electronic health records) should be handled with
the utmost care (Padrez et al., 2015).

3https://dev.twitter.com/overview/
terms/agreement-and-policy
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4 Conclusion

We have provided a series of ethical recommenda-
tions for health research using social media. These
recommendations can serve as a guide for devel-
oping new research protocols, and researchers can
decide on specific practices based on the issues
raised in this paper. We hope that researchers new
to the field find these guidelines useful to familiar-
ize themselves with ethical issues.
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Abstract

We discuss the ethical implications of Nat-
ural Language Generation systems. We
use one particular system as a case study
to identify and classify issues, and we pro-
vide an ethics checklist, in the hope that
future system designers may benefit from
conducting their own ethics reviews based
on our checklist.

1 Introduction

With the advent of big data, there is increasingly
a need to distill information computed from these
datasets into automated summaries and reports
that users can quickly digest without the need for
time-consuming data munging and analysis. How-
ever, with automated summaries comes not only
the added benefit of easy access to the findings of
large datasets but the need for ethical considera-
tions in ensuring that these reports accurately re-
flect the true nature of the underlying data and do
not make any misleading statements.

This is especially vital from a Natural Language
Generation (NLG) perspective because with large
datasets, it may be impossible to read every gen-
eration and reasonable-sounding, but misleading,
generations may slip through without proper vali-
dation. As users read the automatically generated
summaries, any misleading information can af-
fect their subsequent actions, having a real-world
impact. Such summaries may also be consumed
by other automated processes, which extract in-
formation or calculate sentiment for example, po-
tentially amplifying any misrepresented informa-
tion. Ideally, the research community and industry
should be building NLG systems which avoid al-
together behaviors that promote ethical violations.
However, given the difficulty of such a task, before

we reach this goal, it is necessary to have a list of
best practices for building NLG systems.

This paper presents a checklist of ethics issues
arising when developing NLG systems in gen-
eral and more specifically from the development
of an NLG system to generate descriptive text
for macro-economic indicators as well as insights
gleaned from our experiences with other NLG
projects. While not meant to be comprehensive,
it provides high and low-level views of the types
of considerations that should be taken when gen-
erating directly from data to text.

The remainder of the paper is organized as fol-
lows: Section 2 covers related work in ethics for
NLG systems. Section 3 introduces an ethics
checklist for guiding the design of NLG systems.
Section 4 describes a variety of issues we have
encountered. Section 5 outlines ways to address
these issues emphasizing various methods we pro-
pose should be applied while developing an NLG
system. We present our conclusions in Section 6.

2 Related work

Many of the ethical issues of NLG systems have
been discussed in the context of algorithmic jour-
nalism (Dörr and Hollnbuchner, 2016). They out-
line a general framework of moral theories follow-
ing Weischenberg et al. (2006) that should be ap-
plied to algorithmic journalism in general and es-
pecially when NLG systems are used.

We are building on their framework by provid-
ing concrete issues we encounter while creating
actual NLG systems.

Kent (2015) proposes a concrete checklist for
robot journalism1 that lists various guidelines for
utilizing NLG systems in journalism. He also
points out that a link back to the source data is

1http://mediashift.org/2015/03/an-
ethical-checklist-for-robot-journalism/
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QUESTION EXAMPLE RESPONSE SECTION
Human consequences
Are there ethical objections to building the application? No objections anticipated 4.3
How could a user be disadvantaged by the system? No anticipated disadvantages to user 4.4-4.7
Does the system use any Personally Identifiable Information? No PII collected or used 4.5
Data issues
How accurate is the underlying data?* Data is drawn from trusted source 4
Are there any misleading rankings given? Yes, detected via data validation 4.1
Are there (automatic) checks for missing data? Yes, detected via data validation 4.2
Does the data contain any outliers? Yes, detected via data validation 4.2
Generation issues
Can you defend how the story is written?* Yes via presupposition checks and disclosure 5
Does the style of the automated report match your style?* Yes, generations reviewed by domain experts 5
Who is watching the machines?* Conducted internal evaluation and quality control 5
Provenance
Will you disclose your methods?* Disclosure text 4.4
Will you disclose the underlying data sources? Provide link to open data & source for proprietary data 4.4

Table 1: An ethics checklist for NLG systems. There is an overlap with questions from the checklist
Thomas Kent proposed and they are indicated by ∗.

essential and that such systems should at least in
the beginning go through rigorous quality checks.

A comprehensive overview of ethical issues
on designing computer systems can be found
in (IEEE, 2016). More specifically, Amodei et
al. (2016) propose an array of machine learning-
based strategies for ensuring safety in general AI
systems, mostly focussing on autonomous sys-
tem interacting with a real world environment.
Their research questions encompass avoiding neg-
ative side effects, robustness to distributional shift
(i.e. the machine’s situational awareness) and scal-
able oversight (i.e. autonomy of the machine in
decision-making). The last question is clearly rel-
evant to defining safeguards for NLG systems as
well. Ethical questions addressing the impact of
specifically NLP systems are addressed by Hovy
and Spruit (2016).

To ensure oversight of an AI system, they draw
inspiration from semi-supervised reinforcement
learning and suggest to learn a reward function ei-
ther based on supervised or semi-supervised active
learning. We follow this suggestion and propose
creating such a reward-based model for NLG sys-
tems in order to learn whether the generated texts
may lay outside of the normal parameters.

Actual NLG systems are faced with word
choice problem and possible data problems. Such
systems, however, normally do not address the
ethical consequences of the choices taken, but see
Joshi et al. (1984) for an exception. Choosing
the appropriate word in an NLG system was al-
ready addressed by (Ward, 1988; Barzilay and
Lee, 2002), among others. More recently, Smiley
et al. (2016), for example, derive the word choice

of verbs describing the trend between two data
points from an extensive corpus analysis. Ground-
ing the verb choice in data helps to correctly de-
scribe the intensity of a change.

The problem of missing data can taint every
data analysis and lead to misleading conclusions
if not handled appropriately. Equally important
as the way one imputes missing data points in the
analysis is the transparent description of how data
is handled. NLG system designers, in particular,
have to be very careful about which kind of data
their generated text is based on. To our knowl-
edge, this problem has not been systematically ad-
dressed in the literature on creating NLG systems.

At the application level, Mahamood and Re-
iter (2011) present an NLG system for the neonatal
care domain, which arguably is particularly sensi-
tive as far as medical sub-domains are concerned.
They generate summaries about the health status
of young babies, including affective elements to
calm down potentially worried parents to an ap-
propriate degree. If a critically ill baby has seen
dramatic deterioration or has died, the system ap-
propriately does not generate any output, but refers
to a human medic.2

3 Ethics Checklist

While there is a large body of work on metrics and
methodologies for improving data quality (Ba-
tini et al., 2008), reaching a state where an NLG
system could automatically determine edge cases
(problems that occur at the extremes or outside of
normal data ranges) or issues in the data, is a dif-

2Ehud Reiter, personal communication
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2009 2010 2011 2012 2013 2014
Curaçao 76.15609756 .. 77.47317073 .. .. 77.82439024

Table 2: Life expectancy at birth, total (years) for Curaçao.

2006 2007 2008 2009 2010 2011
South Sudan .. .. 15,550,136,279 12,231,362,023 15,727,363,443 17,826,697,892

Table 3: GDP (current US$) for South Sudan.

ficult task. Until such systems are built, we be-
lieve it could be helpful to have some guidance in
the form of an ethics checklist, which could be in-
tegrated in any existing project management pro-
cess.

In Table 1, we propose such a checklist, with the
aim to aid the developers of NLG systems on how
to address the ethical issues arising from the use
of an NLG system, and to provide a starting point
for outlining mechanisms and processes to address
these issues. We divided the checklist up into 4
areas starting with questions on developing NLP
systems in general. The table also contains the re-
sponse for a system we designed and developed
and pointers to sections of the paper which discuss
methods that could be deployed to make sure the
issues raised by the questions are adequately ad-
dressed. The checklist was derived from our own
experience with NLG systems as well as informed
by the literature. We do not assert its completion,
but rather offer it as a starting point that may be
extended by others; also, other kinds of NLP sys-
tems may lead to specific checklists following the
same methodology.

4 Current issues

This section consists of issues encountered when
developing an NLG system for generating sum-
maries for macro-economic data (Plachouras et
al., 2016). To illustrate these issues we use World
Bank Open Data,3 an open access repository of
global development indicator data. While this
repository contains a wealth of data that can be
used for generating automatic summaries, it also
contains a variety of edge cases that are typical
of large datasets. Managing edge cases is es-
sential not only due to issues of grammaticality
(e.g. noun-number agreement, subject-verb agree-
ment), but because they can lead to misstatements
and misrepresentations of the data that a user
might act on. These issues are discussed in turn

3http://data.worldbank.org

in this section.

4.1 Ranking

It is common to provide a ranking among enti-
ties with values that can be ordered. However,
when there are a small number of entities, rank-
ing may not be informative especially if the size
of the set is not also given. For example, if there
is only one country reporting in a region for a
particular indicator an NLG engine could claim
that the country is either the highest or lowest
in the region. A region like North America, for
which World Bank lists Bermuda, Canada, and the
United States will sometimes only have data for 2
countries as Bermuda is dramatically smaller, so
clarity in which countries are being compared for
a given indicator and timespan is essential.

4.2 Time series

Missing Data: Enterprise applications will usu-
ally contain Terms of Use of products stating that
data may be incomplete and calculations may in-
clude missing points. However, users may still
assume that content shown by an application is
authoritative leading to a wrong impression about
the accuracy of the data. Table 3 shows the life
expectancy for Curaçao from 2009-2015. Here
we see that 2010, 2012, and 2013 are missing.
NLG systems should check for missing values and
should be informed if calculations are performed
on data with missing values or if values presented
to the user have been imputed.

Leading/trailing empty cells: Similar to issues
with missing data, leading/trailing zeros and miss-
ing values in the data may be accurate or may sig-
nal that data was not recorded during that time pe-
riod or that the phenomena started/ended when the
first or last values were reported. For example, Ta-
ble 3 shows empty leading values for South Sudan,
a country that only recently became independent.

Small Changes: The reported life expectancy
of St. Lucia was very stable in the late 1990s.
In 1996, World Bank gives a life expectancy of
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71.1574878 and in 1997, 71.15529268. Depend-
ing on our algorithm, one generation would say
that there was no change in St. Lucia’s life ex-
pectancy between 1996 and 1997 if the number
was rounded to 2 decimal places. If the difference
is calculated without rounding then the generation
would say that there was virtually no change. Us-
ing the second wording allows for a more precise
accounting of the slight difference seen from one
year to the next.

Temporal scope: It is common to report activ-
ity occurring from a starting from the current time
and extending to some fixed point in the past (e.g.
over the past 10 years). While this is also a fre-
quent occurrence in human written texts and dia-
logues, it is quite ambiguous and could refer to the
start of the first year, the start of the fiscal calen-
dar on the first year, a precise number of days ex-
tending from today to 10 years ago, or a myriad of
other interpretations. Likewise, what it meant by
the current time period is also ambiguous as data
may or may not be reported for the current time
period. If, for example, the Gross Domestic Prod-
uct (GDP) for the current year is not available the
generation should inform the user that the data is
current as of the earliest year available.

4.3 Ethical Objections

Before beginning any NLG project, it is important
to consider whether there are any reasons why the
system should not be built. A system that would
cause harm to the user by producing generations
that are offensive should not be built without ap-
propriate safeguards. For example, in 2016, Mi-
crosoft released Tay, a chatbot which unwittingly
began to generate hate speech due to lack of filter-
ing for racist content in its training data and out-
put.4

4.4 Provenance

In the computer medium, authority is ascribed
based on number of factors (Conrad et al., 2008):
the user may have a prior trust distribution into hu-
mans and machines (on the “species” and individ-
ual level), they may ascribe credibility based on
the generated message itself. Only being transpar-
ent about where data originated permits humans to
apply their prior beliefs, whereas hiding whether
generated text originated from a machine or a hu-
man leaves the user in the dark about how to use

4http://read.bi/2ljdvww

their prior beliefs to ascribe trust (or not). Once
users are informed about the provenance of the
information, they are enabled to decide for them-
selves whether or how much they trust a piece of
information output by a system, such as a natural
language summary.

As pointed out by Kent (2015) disclaimers
on the completeness and correctness of the data
should be added to the generation, or website
where it’s shown. Ideally, a link to the actual data
source should also be provided and in general a
description of how the generation is carried out in
order to provide full transparency to the user. For
example, such description should state whether the
generated texts are personalized to match the pro-
file of each user.

4.5 Personalization
One of the advantages of NLG systems is the ca-
pability to produce text customized to the profile
of individual users. Instead of writing one text
for all users, the NLG system can incorporate the
background and context of a user to increase the
communication effectiveness of the text. How-
ever, users are not always aware of personaliza-
tion. Hence, insights they may obtain from the text
can be aligned with their profile and history, but
may also be missing alternative insights that are
weighed down by the personalization algorithm.
One way to address this limitation is to make users
aware of the use of personalization, similar to how
provenance can be addressed.

4.6 Fraud Prevention
In sensitive financial systems, in theory a rogue
developer could introduce fraudulent code that
generates overly positive or negative-sounding
sentiment for a company, for their financial gain.
A code audit can bring attempts to manipulate any
code base to light, and pair programming may
make any attempts less likely.

4.7 Accessibility
In addition to providing misleading texts, the ac-
cessibility of the texts generated automatically is
an additional way in which users may be put in
a disadvantaged position by the use of an NLG
system. First, the readability of the generated text
may not match the expectations of the target users,
limiting their understanding due to the use of spe-
cialized terminology, or complex structure. Sec-
ond, the quality of the user experience may be af-
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fected if the generated text has been constructed
without considering the requirements of how users
access the text. For example, delivering a text
through a text-to-speech synthesizer may require
to expand numerical expressions or to construct
shorter texts because of the time required for the
articulation of speech.

5 Discussion

The research community and the industry should
aim to design NLG systems that do not promote
unethical behavior, by detecting issues in the data
and automatically identifying cases where the au-
tomated summaries do not reflect the true nature
of the data.

There are a couple of methods we want to high-
light because they address the problems of solv-
ing ethical issues from two different angles. The
first method we called presupposition check draws
principled way of describing pragmatic issues in
language by adding semantic and pragmatic con-
straints informed by Grice’s Cooperative Prin-
ciples and presupposition (Grice, 1975; Beaver,
1997): Adding formal constraints to the genera-
tion process will make NLG more transparent, and
less potentially misleading (Joshi, 1982).

If an NLG system, for example, is asked to
generate a phrase expressing the minimum, av-
erage or maximum of a group of numbers (“The
smallest/average/largest (Property) of (Group) is
(Value)”), an automatic check should be installed
that determines whether the cardinality of the set
comprising that group is greater than one. If this
check only finds one entity, the generation should
be licensed and the system avoids that user is mis-
led into believing the very notion of calculating
a minimum, average or maximum actually makes
sense. Instead, in such a situation a better response
may be “There is only one (Property) in (Group),
and it is (Value).” (cf. work on the NLG of grad-
able properties by van Deemter (2006)).

A second method to ensure that the output of
the generated system is valid involves evaluating
and monitoring the quality of the text. A model
can be trained to identify problematic generations
based on an active learning approach. For exam-
ple, interquartile ranges can be computed for nu-
merical data used for the generation determining
outliers in the data. In addition, the fraction of
missing data points and the number of input el-
ements in aggregate functions can be estimated

from the respective data. Then, domain experts
can rate whether the generated text is acceptable
or not as a description of the respective data. The
judgements can be used to train a classifier that
can be applied to future data sets and generations.

6 Conclusions

We analyzed how the development of an NLG
system can have ethical implications considering
in particular data problems and how the meaning
of the generated text can be potentially mislead-
ing. We also introduced best practice guidelines
for creating an NLP system in general and trans-
parency in interaction with a user.

Based on the checklist for the NLG systems we
proposed various methods for ensuring that the
right utterance is generated. We discussed in par-
ticular two methods that future research should
focus on: (a) the validation of utterances via a
presupposition checker and (b) a better evaluation
framework that may be able to learn from feed-
back and improve upon that feedback.

Checklists can be collected as project manage-
ment artifacts for each completed NLP project
in order to create a learning organization, and
they are a useful resource that inform Ethics
Review Boards, as introduced by Leidner and
Plachouras (2017).
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